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PREFACE
Video	 cameras	 monitor	 the	 streets	 and	 sidewalks.	 Cell	 phones	 record
locations	 and	messages.	 Facebook	 postings	 share	 intimate	 information.
Credit	 card	 transactions	 are	 logged	 and	 assessed.	 A	 visit	 to	 the	ATM
leaves	a	data	trail.	A	police	officer	watches	the	intersection.	A	car’s	on-
board	computers	record	location,	performance,	and	driving	practices.
A	ten-minute	errand	exposes	the	typical	person	to	many	dimensions	of

surveillance.	Normally	they	blur	into	the	background	of	our	daily	lives—
we’re	usually	too	busy	doing	other	things	to	pay	attention	to	these	often
silent	 and	 invisible	 moments	 of	 supervision.	 This	 book	 pushes	 these
moments	 to	 the	 foreground	 to	 explore	 surveillance	 as	 an	 increasingly
pervasive	element	of	social	 life.	Our	definition	of	surveillance	is	broad:
we	write	 about	 everything	 from	your	 cell	 phone	 to	drone	 aircraft,	 from
your	Facebook	page	to	antiterrorism	initiatives,	from	your	credit	card	to
your	Google	searches.
In	 the	 story	 we	 tell,	 our	 lives	 as	 citizens,	 students,	 employees,	 and

consumers	 are	 fully	 embedded	 in	 interactive	 and	 dynamic	 webs	 of
surveillance.	 We’ll	 argue	 that	 such	 vast	 and	 transformative	 changes
require	 a	 complete	 reimagining	 of	 social	 life.	 Our	 primary	 goal	 is	 to
invite	 readers	 into	 this	 reimagining	 by	 providing	 a	 crash	 course	 in	 the
current	practices	of	surveillance	and	a	set	of	core	questions	that	can	guide
the	journey.	To	make	this	invitation	work,	we’ve	opted	to	keep	this	book
short	 and	 accessible,	 with	 a	 focus	 on	 topics	 that	 are	 relevant	 to	 most
people’s	 daily	 lives.	We	 examine	 mechanisms	 of	 surveillance,	 explore
contexts,	 ask	 tough	 questions,	 and	 move	 on;	 we’re	 trying	 to	 give	 our
readers	the	tools	to	understand	and	critically	engage,	and	we	don’t	aspire
to	have	the	final	word.
As	 academic	 researchers,	 we	 almost	 always	 write	 for	 insiders—our

colleagues	 who	 study	 surveillance	 and	 related	 issues	 in	 society	 and
politics.	But	as	citizens	and	teachers,	we’ve	long	felt	the	need	for	a	book
that	introduces	nonspecialists	to	the	world	of	surveillance.	Here	we	start
in	 the	 practical	 context	 of	 everyday	 life	 and	 explore	 these	 new



phenomena	in	ways	that	recognize	how	little	we	know	and	how	much	we
have	 to	 learn.	 Because	 we	 aren’t	 writing	 for	 insiders,	 we’ve	 avoided
many	of	the	formalities	that	can	make	academic	writing	less	accessible.
You	can	frolic	in	the	endnotes	to	see	the	academic	and	journalistic	works
behind	 what	 we’re	 covering,	 but	 for	 the	 most	 part	 we	 keep	 that	 stuff
backstage	 to	 create	 a	 more	 enjoyable	 read.	As	 a	 result,	 this	 book	may
frustrate	 some	 of	 our	 academic	 colleagues.	 Some	 will	 feel	 we’ve
oversimplified	 complicated	 issues.	 Others	 may	 think	 we’ve	 omitted
important	 locations,	 tactics,	 or	 implications	 of	 surveillance.	 And	 still
others	may	 long	for	more	full-blown	explorations	of	 the	 theoretical	and
conceptual	issues	behind	our	discussions.	Our	response:	This	book	wasn’t
written	 for	 you.	 It	 was	 written	 for	 our	 students,	 our	 friends,	 our
neighbors,	 and	 others	 who	 might	 be	 curious	 about	 the	 world	 of
surveillance.
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Introduction

Are	You	Under	Surveillance?
Let’s	do	a	quick	check.
Do	you	have	any	of	these?
•	a	cell	phone
•	a	credit	or	debit	card
•	an	identification	card

Do	you	do	any	of	these?
•	use	Google,	Gmail,	or	Facebook
•	go	to	school
•	have	a	job
•	drive	a	car

If	 the	 answer	 to	 any	 of	 these	 questions	 is	 yes,	 then	 you	 are	 under
surveillance.	 Every	 one	 of	 these	 items,	 places,	 and	 activities	 is	 a	 key
agent	 in	 the	 overlapping	 systems	 of	watching,	 recording,	 and	 assessing
that	make	up	a	“surveillance	society.”1	These	forms	of	supervision	might
take	 the	 shape	 of	 tracking	 your	 cell	 phone	 location,	 calls,	 and	 contact
information;	 checking	 your	 urine	 for	 signs	 of	 drug	 use;	 or	 designing	 a
personalized	online	ad	campaign	by	 scanning	your	e-mail.	This	book	 is
designed	to	help	you	become	aware	of	surveillance,	teach	you	some	tricks
to	deal	with	it,	and	provoke	new	ways	of	thinking	about	it.
Our	 primary	 audience	 is	 those	 who	 are	 vaguely	 aware	 that	 Google

keeps	 track	 of	 things	 but	 aren’t	 sure	 what	 they	 are.	 These	 readers	 are
pretty	confident	that	their	cell	phones	store	their	locations	and	calls,	but
they	don’t	know	how	 it’s	done,	who	might	use	 it,	or	why	anyone	cares.
No	one	has	taught	them	to	use	their	credit	cards	in	ways	that	protect	their
credit	 ratings	 or	 even	 told	 them	 that	 credit	 card	 companies	 track	 and
analyze	 purchasing	 habits.	 These	 readers’	 lives	 have	 included
standardized	tests,	school	and	workplace	ID	cards,	air	 travel,	and	online
sites	 like	Facebook,	 but	 they’ve	 never	 really	 thought	 of	 these	 things	 as
“surveillance.”	 And	 they	 aren’t	 particularly	 concerned.	 They’ve	 heard



people	 talk	about	 the	“right	 to	privacy”	and	 they	know	journalists	carry
on	about	Big	Brother,	but	they	really	can’t	see	what	the	big	deal	is.	If	any
part	of	this	description	fits	you,	then	you’re	in	the	right	place.

The	Surveillance	Society
Why	 do	 we	 call	 this	 a	 surveillance	 society?	 Because	 virtually	 all
significant	social,	 institutional,	or	business	activities	 in	our	society	now
involve	the	systematic	monitoring,	gathering,	and	analysis	of	information
in	order	to	make	decisions,	minimize	risk,	sort	populations,	and	exercise
power.	We	define	surveillance	as	monitoring	people	in	order	to	regulate
or	govern	 their	behavior.	 In	 this	 book	you	will	 see	 countless	ways	 that
surveillance	compels	new	scales	and	forms	of	visibility	 in	almost	every
dimension	of	our	lives.	We’ll	be	arguing	that	the	power	exercised	through
these	new	forms	of	vision	and	visibility	brings	new	modes	of	governance
to	schools,	workplaces,	and	society	at	 large.	This	book	will	not	advance
one	 grand	 theory	 or	 argument,	 because	 the	 dimensions	 and	 forms	 of
surveillance	are	 too	varied,	diverse,	and	shifting	 to	boil	 it	all	down	to	a
single	take.	There	are	so	many	types	of	surveillance,	in	so	many	contexts,
with	so	many	unimagined	developments	yet	to	come	that	our	goal	cannot
be	 to	 reach	 a	 definitive	 conclusion.	We	 hope,	 rather,	 to	 create	 a	 broad
awareness	and	raise	a	set	of	critical	questions.
You’ve	probably	heard	our	 times	described	as	 the	 information	age	or

the	 information	 society.	 Information	 societies	 are	 defined	 by	 the
generation,	 exchange,	 and	 application	 of	 data	 by	 institutions	 and
individuals;	they	require	communication	infrastructures	and	databases	for
the	 functioning	 of	 financial	 markets,	 industrial	 production,	 education,
energy	 systems,	 voting,	 communication,	 transportation,	 and	 more.	 Just
try	 to	 imagine	 a	 major	 enterprise	 in	 your	 life	 that	 doesn’t	 have	 a
developed	 information	management	 dimension.	What’s	 less	 obvious	 to
most	 people	 is	 that	 information	 societies	 are	 necessarily	 surveillance
societies.	 Read	 that	 line	 again:	information	 societies	 are	 necessarily
surveillance	societies.	 That’s	 because	 organizations	 and	 individuals
amass	 data,	 through	 electronic	 and	 other	means,	 so	 they	 can	 act	 on	 it.



They	make	decisions	that	influence	people,	that	protect	or	punish	people,
that	 divide	 people	 into	 groups	 and	 shape	 their	 behavior.	 When
information	 is	 acted	 on	 in	 these	ways,	 it	 creates	 relationships	 of	 power
and	control—it’s	a	form	of	surveillance.

Confronting	Surveillance
This	book	spends	a	lot	of	time	exploring	new	and	emergent	technologies,
but	we	shouldn’t	forget	that	surveillance	has	been	around	for	a	long	time.
Older,	 less	 formal,	 less	 technical	versions	 took	place	as	people	watched
each	 other	 within	 families,	 small	 towns,	 schools,	 and	 religious
institutions—and	 they	 still	 do.	 New	 forms	 of	 surveillance	 emerged	 as
these	 institutions	 mutated	 and	 became	 less	 central	 in	 the	 face	 of	 an
urbanizing,	globalizing,	mobile,	and	growing	population.	With	the	dawn
of	 the	 information	age	and	 the	wildfire	 spread	of	affordable	computers,
surveillance	went	high-tech	and	moved	to	the	center	of	many	dimensions
of	our	lives.
Because	of	these	changes,	those	of	us	living	in	the	early	decades	of	the

twenty-first	century	experience	a	new	world.	Picture	a	simple	example	of
the	transformation:	Wanda	B.	applies	for	a	mortgage	in	a	small	American
town	 sometime	 in	 the	middle	 of	 the	 twentieth	 century.	 She’s	 debt-free
and	from	a	well-known	family.	She’s	a	deaconess	at	her	church,	has	been
in	her	current	job	for	twenty-five	years,	and	is	known	for	her	well-tended
home	and	yard.	The	white	banker	turns	her	down	because	he’s	angry	that
Wanda	B.	 is	 an	African	American	woman	who	 is	 a	 local	 leader	 in	 the
civil	rights	movement.	This	practice,	known	as	“economic	lynching,”	was
used	to	strip	activists	of	their	jobs,	homes,	insurance,	and	vehicles.
Fast-forward	to	2013:	Wanda	B.’s	granddaughter,	Wanda	D.,	is	also	a

politically	active	African	American	woman	with	a	tidy	home.	She	doesn’t
attend	 church,	 but	 she	 has	 a	 steady	 job	 and	her	 credit	 score	 is	 a	 stellar
822.	The	credit	score	is	derived	from	surveillance	of	her	credit	card	use,
her	bill-paying	habits,	her	debt-to-income	ratio,	and	other	criteria.	It	does
not	 factor	 in	 race,	 church	 attendance,	 or	 political	 activism.	 The	 banker
has	never	met	Wanda	D.,	but	she	approves	her	loan	application	based	on	a



couple	of	forms	and	the	magic	822.
This	 example	 illustrates	 the	 rising	 importance	 of	 institutional

surveillance,	data-driven	decision	making,	and	the	powerful	mathematics
of	 the	 credit-reporting	 industry.	 But	 it	 also	 shows	 that	 the	 seemingly
heartless	 and	 technocratic	 surveillance	 that	 shapes	 our	 times	 has	the
potential	to	 be	 a	 wonderful	 and	 liberating	 thing.	 It	 can	 make	 it	 more
difficult	 for	 personal	 power	 and	 racism	 to	 affect	 important	 decisions.
Modern	surveillance	can	also	make	it	easier	to	catch	dangerous	criminals.
It	can	help	first	responders	find	locations	and	rescue	people.	It	can	help
teachers	 identify	 struggling	 students	 and	 help	 colleges,	 graduate
programs,	 and	 employers	 identify	 qualified	 applicants.	 Contemporary
surveillance	 programs	 also	 make	 sure	 that	 the	 advertising	 on	 your
Internet	 browser	 reflects	 your	 interests,	 that	 your	 software	 updates	 are
punctual,	 and	 that	 you	 get	 helpful	 recommendations	 from	 online
businesses	 like	Amazon.com,	 Gmail,	 Netflix,	 and	 iTunes.	 In	 all	 these
ways,	 surveillance	 is	 critical	 in	 helping	 people,	 businesses,	 and
governments	do	their	jobs.
But	 plenty	 of	 other	 examples	 give	 a	 different	 view	 of	 surveillance.

Even	though	Wanda	D.	got	her	loan,	the	credit-scoring	industry	can	make
things	 extra	 hard	 for	 most	 low-income	 and	 minority	 citizens.	 Because
lower	credit	scores	plague	lower-income	groups,	which,	as	you	no	doubt
know,	have	higher	proportions	of	African	Americans	and	Latinos,	credit
scores	 work	 as	 one	 more	 tool	 in	 the	 system	 that	 cements	 historical
inequalities.	 That’s	 because	 lower	 credit	 scores	 not	 only	make	 it	 more
difficult	to	get	a	loan;	they	make	the	loan	more	expensive	by	driving	up
fees	and	interest	rates.2	And,	as	you’ll	see	later	in	this	book,	a	low	credit
score	 can	 also	 make	 car	 insurance	 more	 expensive	 and	 even	 make	 it
tougher	to	find	a	job	or	a	place	to	live.
Along	with	the	many	stories	we’ll	see	about	the	clever	things	modern

surveillance	 can	 do	 for	 us,	 there	 are	 stories	 about	 more	 troubling
applications.	 Here	 are	 some	 quick	 examples.	 After	 the	 2009	 pro-
democracy	demonstrations	in	Iran,	the	Iranian	government	and	cell	phone
giant	Nokia	cooperated	 to	use	cell	phone	records	 to	 track	down	and	 jail
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the	movement’s	 leaders.	 From	 2009	 to	 2010,	 school	 officials	 in	 Lower
Merion,	Pennsylvania,	tapped	into	the	remote-control	camera	function	on
school	 laptops	 to	 snap	 photographs	 of	 kids	 in	 their	 bedrooms.	 An
insurance	 company	 used	 Facebook	 photos	 of	 a	woman	 smiling	 to	 deny
her	disability	claim	for	depression.	And	security	guards	and	police	have
been	known	to	employ	video	surveillance	to	profile	people	of	color	and	to
spy	 on	 young	women.	 Some	of	 these	 stories	 are	 scary,	 others	 just	 a	bit
creepy,	but	they’re	reminders	that	there’s	more	to	surveillance	than	easy
credit,	rescued	hikers,	and	well-targeted	ads.
Each	day,	with	each	new	technology,	we	grow	more	accustomed	to	the

surveillance	 society.	 This	 will	 be	 one	 of	 our	 central	 themes.	 Whether
we’re	gaming,	shopping,	 texting,	or	watching	TV,	we’re	generating	data
for	 others	 to	 scrutinize	 in	 the	 online	 world.	 If	 we’re	 driving,	 our	 cell
phone,	 GPS,	 iPad,	 or	 OnStar	 system	 constantly	 monitors	 our	 location,
while	the	“black	boxes”	in	newer	cars	record	driving	behavior.	At	work,
school,	 and	 the	 doctor’s	 office,	 digital	 portfolios	 burst	 with	 data	 about
our	assessed	characteristics,	talents,	and	conditions.	And	most	of	us	tend
to	 like	and	appreciate	 it.	Perhaps	not	 all	of	 these	 surveillance	measures
are	of	 great	 importance	on	 their	 own.	But	 taken	 together,	 they	describe
important,	large-scale	changes	in	the	way	people	and	institutions	operate.
By	the	end	of	this	book,	you	should	have	a	pretty	good	idea	of	what	these
changes	look	like	and	mean.

The	Three	Big	Denials
When	asked	your	opinion	of	surveillance,	you	might	say	something	like
“I’ve	 got	 nothing	 to	 hide.”	 In	 our	 experience	 as	 teachers	 and	 speakers,
many	people	are	 interested	 in	exploring	 the	 implications	and	politics	of
the	 surveillance	 society,	 but	 there’s	 always	 a	 subset	 looking	 to	 shrug	 it
off	and	avoid	the	conversation.	Here’s	a	special	section	for	those	folks.
If	you	get	by	thinking	that	“no	one	cares	about	little	ol’	me,”	we	urge

you	 to	 think	 again.	 You	 may	 live	 a	 fairly	 obscure	 life,	 but	 you’re	 a
valuable	commodity	to	some,	a	security	risk	to	others,	a	future	customer
or	 potential	 voter	 to	 still	 more.	 This	 isn’t	 to	 say	 there	 aren’t	 different



degrees	of	exposure.	If	you’re	young,	pay	with	cash,	avoid	a	cell	phone,
stay	off	Facebook,	 and	keep	 away	 from	 the	 health,	 banking,	 and	online
retail	 industries	 as	 well	 as	 the	 military	 and	 law-enforcement	 systems,
you’re	going	to	have	less	of	a	profile.	But	most	of	us	either	can’t	or	won’t
avoid	 all	 these	 types	 of	 engagement	 and	 therefore	 would	 be	 better	 off
understanding	how	the	surveillance	society	works.
If	 you	are	one	 of	 the	 many	 people	 who	 say	 something	 like	 “If	 you

don’t	 do	 anything	wrong,	 you	 don’t	 have	 anything	 to	worry	 about,”	we
think	 you’ll	 have	 a	 different	 view	 when	 you	 finish	 this	 book.	 In	 the
surveillance	 society,	 definitions	 of	 “wrong”	 shift	 and	 vary	 and	 can
include	things	like	participating	in	political	demonstrations,	having	poor
health,	losing	 your	 job,	 being	 young,	 getting	 old,	 being	 male,	 being
female,	or	belonging	to	any	racial	or	ethnic	group	on	the	planet.	In	short,
there	 are	 so	 many	 different	 and	 conflicting	 definitions	 of	wrong	that
we’re	all	doing	something	wrong	all	the	time.	That’s	in	large	part	because
institutions	are	looking	for	different	types	of	wrong.	It’s	not	just	classics
like	smoking	dope	or	shoplifting—techniques	of	surveillance	are	on	 the
watch	 for	 any	 person	 or	 pattern	 that	 can	 present	 a	 risk.	 So,	 in	 the	 end,
since	 each	of	 us	 presents	 some	 sort	 of	 risk	 to	 some	 institution	 at	 some
point	 in	our	 lives,	we’re	all	doing	something	wrong.	But	 the	 rise	of	 the
surveillance	 society	 also	means	 that	 those	 things	you	do	 “right”	 should
also	worry	or,	better,	concern	you	in	the	sense	that	you	need	to	attend	to
them	 and	 be	 aware	 of	 your	 digital	 persona.	 Credit	 ratings	 need	 to	 be
monitored	and	managed	for	signs	of	fraud	or	error.	The	same	thing	goes
for	 school,	 health,	 and	 insurance	 records,	 in	 addition	 to	 the	many	other
registries	that	document	our	lives.	In	these	ways,	we’re	taught	to	engage
in	a	kind	of	self-surveillance	in	order	to	manage	our	data	images.
Finally,	if	you	believe	that	your	privacy	is	being	protected	by	laws	and

user	agreements,	think	again.	In	Western	Europe,	you	may	have	slightly
better	 protection	 through	 government	 privacy	 regulations,	 but	 by	 and
large	the	famous	“right	to	privacy”	is	not	well	enforced.	There	are	many
books	you	can	read	about	the	ups	and	downs	of	privacy.3	Our	perspective
is	that	in	the	face	of	rapidly	advancing	technology—coupled	with	nearly



unchecked	power	for	law	enforcement,	the	military,	and	corporations	all
wanting	 to	 implement	 new	 technologies—the	 promise	 that	 the	 right	 to
privacy	may	have	once	offered	is	being	quickly	outstripped.
Okay,	 so	we’ve	 introduced	 you	 to	 a	 complex	 and	 threatening	 reality

and	knocked	 down	 the	 most	 popular	 denials	 and	 coping	 mechanisms.
Sorry	about	that.	But	we	want	to	be	clear	that	you’ve	got	to	know	about
this	stuff.	So	where	do	we	go	from	here?

Rethinking	Surveillance
It	would	be	easy	for	us	to	write	a	short,	shallow	book	called	Big	Brother
and	 the	 Death	 of	 Privacy!	o r	Surveillance	 to	 the	 Rescue!	 Safety,
Shopping,	 and	 Savings	 in	 the	 New	 Information	 Economy.	 We	 could
probably	 sell	 thousands	 of	 copies	 and	 maybe	 even	 get	 on	 a	 few	 talk
shows.	But	these	simple,	well-worn	takes	on	a	complicated	subject	don’t
do	 justice	 to	 the	intriguing	contradictions	 of	 living	 in	 a	 surveillance
society.	We’ve	been	able	to	stay	interested	in	surveillance	for	many	years
because	 there	are	so	many	things	 to	 learn	and	 think	about.	 It	never	gets
old	because	we	find	ourselves	in	a	rapidly	changing	world	that	constantly
invites	us	to	ask—and	try	to	answer—challenging	new	questions.
In	 the	struggle	 to	ask	and	answer	new	questions,	we	need	 to	abandon

some	of	the	old	frameworks.	For	example,	we	believe	that	terms	like	Big
Brother	and	privacy	are	 out-of-date	 and	 no	 longer	 help	 describe	 the
dynamic	new	forms	of	 technology,	power,	and	politics.	We	also	believe
that	 simplistic	 dichotomies	mislead	 us:	 surveillance	 versus	 privacy	 and
freedom	 versus	 security	 are	 superficial	 ways	 to	 structure	 an	 argument.
They	might	make	for	a	dramatic	little	debate,	but	they	don’t	do	much	to
help	us	think	creatively	about	deep	new	issues.
The	 result	 of	 these	 obsolete	 terms	 and	 conventional	 wisdoms	 is	 that

people	have	gotten	kind	of	dumb	when	it	comes	to	surveillance.	We	can
watch	a	couple	of	on-air	personalities	have	a	fiery	debate	about	privacy,
security,	and	Big	Brother	and	convince	ourselves	we’ve	done	a	good	job
at	being	informed	citizens.	We	haven’t.	There’s	 a	lot	more	going	on	here,
and	that’s	what	we	hope	to	show	you.	And	by	the	way,	we’re	not	going	to



just	invent	some	new	words	as	if	we	have	all	the	answers.	Since	we	don’t
yet	 know	 what	 the	 “right”	 new	 vocabulary	 is,	 this	 book	 focuses	 on
exploring	this	new	world	and	the	ideas	and	terms	that	can	help	us	better
understand	it.

What’s	the	Big	Idea?
(Actually,	there	are	several.)
Before	 we	 dive	 into	 the	 main	 part	 of	 the	 book,	 we	 want	 to	 briefly

introduce	 what	 we	 consider	 the	 most	 important	 arguments	 or	 ideas.
We’ve	 already	 hinted	 at	 some	 of	 them,	 but	 since	 this	 isn’t	 a	 mystery
novel,	we’re	going	to	be	as	straightforward	as	possible.

The	Ten	Big	Ideas
1.	The	established	vocabulary	and	entrenched	ideas	like	privacy	and	Big
Brother	 can’t	 do	 justice	 to	 our	 new	 and	 complex	 situation.	 These
influential	concepts	can	contribute	to	our	dialogue,	but	their	reign	in	the
world	 of	 surveillance	 has	 got	 to	 end.	 A	 smarter	 way	 to	 think	 about
today’s	 surveillance	 begins	 with	 a	 fresh	 reckoning	 of	 the	 nature	 and
implications	of	a	 rapidly	changing	array	of	 technologies	and	policies.	 It
means	looking	at	how	surveillance	is	really	used,	who’s	using	it,	and	how
it	 affects	 our	 world.	 It	 means	 understanding	 surveillance	 as	 a	 form	 of
power	and	governance	woven	into	the	fabric	of	our	lives.	Surveillance	is
no	longer	a	brief	intrusion	or	a	scary	idea	from	a	movie,	it’s	a	way	of	life.
It’s	our	way	of	life.
2.	 Surveillance	 doesn’t	 always	 come	 out	 of	 the	 dark	 recesses	 of	 Big

Brother’s	evil	scheming—at	first	glance,	some	types	of	surveillance	look
like	 fun	 and	 don’t	 seem	 to	 threaten	 values	 like	 liberty,	 equality,	 or
democratic	 governance.	 Most	 previous	 books	 about	 surveillance	 place
almost	complete	emphasis	on	the	negatives.	There’s	nothing	wrong	with
that	 because	 skepticism	 is	 an	 essential	 part	 of	 critical	 thinking.	 But
there’s	also	some	enjoyable,	engaging,	and	productive	stuff	going	on,	and
we’re	going	to	explore	it.
3.	 Picturing	 “big	 government”	 as	 the	 principal	 source	 of	 modern



surveillance	 is	wrong.	Governments	 are	 important	 players,	 but	most	 of
the	innovative	new	surveillance	initiatives	are	coming	from	the	corporate
sector,	 which	 frequently	 links	 up	 with	 governments	 in	 a	 contractual
relationship.	We’ll	argue	for	reimagining	the	classic	public/private	divide
so	 we	 can	 better	 grasp	 the	 contemporary	 fusion	 of	 corporate	 and
government	power.
4.	 Surveillance	 does	 more	 than	 just	 watch.	 Surveillance	 programs

definitely	 “watch”	 us,	 although	 an	 actual	 visual	 dimension	 is	 often
missing.	But	in	watching	the	world,	surveillance	also	shapes	our	“selves”
by	 creating	 odd	 edited	 versions	 of	 who	 we	 are	 (a	 test	 score,	 a	 driving
record,	 a	 credit	 risk)	 to	 form	 the	 basis	 for	 decisions	 about	 us.	 And
surveillance	also	makes	our	world	by	establishing	patterns	of	reward	and
punishment	 that	 guide	our	 choices	 and	behaviors.	Goals,	 ideals,	 taboos,
sanctions,	rewards—values—are	part	of	any	surveillance	program.	As	we
orient	our	behavior	around	the	values	expressed	through	surveillance,	our
lives	and	our	worlds	take	on	new	forms.
5.	It	is	incomplete	to	think	of	surveillance	only	as	something	forced	on

an	unwilling	populace.	It	certainly	is	that	in	many	places	and	times,	but
we	also	have	to	acknowledge	the	surveillance	programs	that	people	sign
up	for,	support,	or	even	do	to	 themselves.	No	one	ordered	us	 to	get	cell
phones,	 but	 when	 we	 did,	 we	 logged	 ourselves	 in	 to	 one	 of	 the	 best
surveillance	networks	ever	devised.	No	one	makes	us	post	compromising
photographs	 or	 other	 content	 on	 social	 networking	 sites,	 but	 for	some
reason	 we	 do.	 Our	 tendency	 to	 desire	 some	 types	 of	 surveillance	 is	 a
fascinating	dimension	of	the	surveillance	society.
6.	Surveillance	challenges	the	ways	we	typically	think	about	space	and

time.	Your	 credit	 card	 company	 can	 be	 “watching”	 you	 from	 halfway
around	 the	world.	Your	blog	posting	 today	will	 be	 a	 retrievable	 part	 of
your	life	far	into	the	future.	A	grade	in	a	college	course	is	forever.	Even	a
simple	 life	 involves	 a	 complicated	 juggling	 of	 different	 social	 worlds,
contexts,	 and	 people—it	 gets	 immensely	 more	 complicated	 when	 the
normal	boundaries	of	space	and	time	erode	to	open	each	moment	 to	 the
possibility	of	global	permanence.
7.	 There	may	 be	 a	massive	 uncelebrated	 anti-surveillance	movement



formed	 by	 all	 the	 people	 who	 cheat,	 lie,	 evade,	 trick,	 or	 otherwise
undermine	 surveillance	 programs.	 These	 activities,	 sometimes	 called
“everyday	 resistance,”	 are	 a	 controversial	 part	 of	 the	 politics	 of
surveillance	 because	 they	 often	 fall	 into	 a	 gray	 area	 that	 is	 not	 quite
crime,	not	quite	politics,	not	quite	honorable,	but	sometimes	noble.	In	a
world	 of	 ubiquitous	 monitoring,	 everyday	 resistance	 is	 a	 frequent	 and
perhaps	necessary	element.
8.	Systems	of	surveillance	are	often	unique	new	expressions	of	power,

but	 they	 join	 existing	 social	 patterns	 tied	 to	 inequalities	 of	 race,	 class,
and	 gender.	 Sometimes	 new	 programs	 challenge	 these	 patterns.	 Other
times	 they	 advance	 them.	 While	 something	 like	 financial	 surveillance
may	 become	 more	 color-blind,	 surveillance	 at	 border	 crossings	 brings
seemingly	inevitable	intensifications	of	race-oriented	profiling.
9.	As	pervasive	and	impressive	as	surveillance	systems	are,	they	don’t

always	work.	Or,	more	accurately,	they	don’t	always	produce	the	desired
or	promised	results.	Security	cameras	don’t	really	prevent	crime,	though
they	 can	 sometimes	 move	 it	 elsewhere	 or	 help	 police	 identify	 and
apprehend	 suspects.	Amazon.com	shopping	 recommendations	 can	 be
comically	 wrong.	 And	 a	 student’s	 performance	 on	 a	 standardized	 test
may	be	a	horrible	predictor	of	academic	ability	or	success.	Surveillance
may	not	work	perfectly,	but	people	still	believe	in	it	and	act	on	it.
10.	 Scientific	 rationalism	 is	 the	 dominant	 mentality	 of	 our	 time,

leading	 to	 an	 insatiable	 hunger	 for	 information.	 Because	 of	 this,
organizations	 are	 almost	 always	 pro-surveillance.	 Governments,
corporations,	 courts,	 and	 individuals	 all	 seek	 information	 so	 they	 can
make	 smart	 choices.	 This	 is	 in	 many	 ways	 the	 modern	 definition	 of
responsible	 decision	making.	 In	 this	world,	 is	 there	 any	 room	 for	 anti-
surveillance	 claims	 that	 argue	 for,	 essentially,	 reducing	 the	 flow	 of
information?

Since	 we’ve	 organized	 this	 book	 around	 the	 nature	 and	 impact	 of
surveillance	 in	 everyday	 life,	 the	 chapters	 do	 not	 strictly	 follow	 the
agenda	expressed	by	 the	Ten	Big	 Ideas.	You’ll	 find	 the	big	 ideas	 in	 the
background	 discussions	 and	 occasional	 text	 boxes.	You	 should	 also	 be
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able	 to	 detect	 them	 in	 the	 way	 we	 present	 and	 analyze	 examples.	 But
we’re	 not	 going	 to	 obsess:	 our	 aim	 is	 to	 generate	 thought,	 not	 give
lectures.

Plan	of	the	Book
This	 little	 book	 is	 going	 to	 deliver	 a	 lot	 of	 information	 about	 the
surveillance	 society	 and	 push	 for	 original	 critical	 thinking	 about	 the
social	 and	 political	 implications	 of	 our	 new	 world.	 We	 use	 everyday
items,	 activities,	 or	 places	 to	 trace	 and	 explore	 surveillance	 in	 context.
Thus,	cell	phones	(chapter	1),	credit	and	identification	cards	(chapter	2),
and	 the	 Internet	 (chapter	 3)	 plug	 most	 people	 into	 the	 matrix	 of	 the
surveillance	society.	Organizations	like	schools	(chapter	4)	or	workplaces
(chapter	 5)	 embed	 people	 in	 a	whole	 host	 of	 surveillance	 relationships
and	 dependencies	 that	 are	 largely	 unavoidable.	 And	 security	 systems
(chapter	6),	whether	at	airports	or	on	city	streets,	epitomize	contemporary
surveillance	 and	make	 grand	 promises	 of	 safety	 and	 security	 that	 they
may	never	achieve.	The	conclusion	picks	up	the	conversation	started	here
and	 presents	 our	 closing	 thoughts.	 Finally,	 at	 the	 end	 there’s	 a	 list	 of
recommended	 readings	 and	 resources	 that	 shows	where	 you	 can	 go	 for
more	work	on	the	themes	and	issues	raised	in	each	chapter.4



1:	My	Cell,	My	Self
The	cell	phone	has	eclipsed	 the	Swiss	Army	knife	as	 the	perfect	 all-in-
one	 tool	and	 toy.	From	music	 to	money	management	 to	e-mail,	 texting,
shopping,	 research,	 games,	 photos,	 movies,	 directions,	 calendars,	 and
even	phone	calls,	this	little	gadget	does	it	all.	In	a	pinch,	it	even	works	as
a	 flashlight.	Yours	 is	probably	within	 reach	 right	now.	And	by	 the	 time
this	book	is	in	print,	the	list	of	things	you	can	do	with	a	cell	phone	will	be
even	longer.
Cell	 phones	 are	 also	 the	 perfect	 symbol	 of	 the	 surveillance	 society.

With	 the	 right	 technology	or	 a	 little	 help	 from	a	 service	provider,	 your
cell	 phone	 lets	 the	 curious	 know	 who	 you	 are,	 who	 your	 friends	 are,
where	 you	 are,	 and	 where	 you’ve	 been.	 With	 cell	 phone	 information,
authorities	have	been	able	to	find	lost	hikers,	rescue	kidnapped	children,
convict	mob	hit	men,	and	jail	political	activists.	But	cell	phones	aren’t	all
about	 tracking	and	 finding.	Add	a	bit	of	 extra	 software	and	cell	phones
become	 roving	 bugs,	 allowing	 remote	 users	 to	 listen	 in	 on	 any
conversation	in	the	phones’	vicinity.	As	we’ll	see,	they	also	mobilize	an
army	 of	 300	 million	 photographers	 able	 to	 take	 and	 transmit	 still	 and
video	images	of	everything	from	police	misconduct	to	dorm	parties.
To	 begin	 rethinking	 your	 cell	 phone	 from	 a	 surveillance	 perspective,

just	imagine	this	(totally	fake)	news	report:
Washington.	 In	 legislation	 signed	by	 the	 president,	 the	United	States	 government	mandated
that	 all	 citizens	 carry	 an	 electronic	 device	 providing	 live-streamed	 data	 on	 their	 location,
communication	activity,	and	personal	interactions.	Data	banks	will	constantly	record	the	time,
duration,	 sender,	 and	 receiver	 of	 all	 telephone	 calls	 and	 electronic	 transmissions,	 while
targeted	 investigations	 will	 be	 able	 to	 monitor	 actual	 conversations	 and	 message	content.
Cross-analysis	 of	multiparty	 location	 records	will	 show	patterns	 of	 personal	 interaction	 and
association.
The	new	program	also	creates	what	one	official	called	“300	million	eyes”	by	requiring	that

each	 of	 the	mandated	 devices	 be	 equipped	with	 an	 advanced	 digital	 camera	 able	 to	 record
and	document	evidence	and	transmit	it	to	authorities.
Officials	from	police,	national	security,	and	public	health	and	safety	agencies	heralded	the

move.	In	the	words	of	one,	“This	brings	an	end	to	the	darkness.	We	can	now	better	serve	our
citizens	with	a	universal	capacity	 to	know	where	everyone	 is,	all	 the	 time.	We’ll	know	who
they’re	 with,	 who	 they	 talk	 to,	 when	 they	 move,	 and	 where	 they	 go.	 This	 is	 a	 massive
improvement	in	our	ability	to	control	disease,	crime,	and	terrorism.”



To	offset	the	cost	of	the	program,	each	citizen	will	be	required	to	pay	a	monthly	fee.

This	news	story	may	be	 fake,	but	 the	outcome	 is	 real.	Except	 for	 the
government	mandate,	 this	 is	 exactly	what	 the	 cell	 phone	 revolution	has
achieved—monthly	fee	and	all!
There	 are	 roughly	 300	 million	 cell	 phone	 subscribers	 in	 the	 United

States	and	 its	 territories,	while	 the	worldwide	 figure	 is	 ready	 to	 top	5.3
billion.1	 That’s	 a	 phenomenal	 rate	 of	 growth	 when	 you	 realize	 that
pocket-size	phones	weren’t	even	available	until	the	early	1990s.	And	it’s
a	startling	level	of	saturation,	with	roughly	90	percent	of	Americans	now
using	cell	phones.2	But	how	many	of	 these	people	understand	the	basics
of	how	their	phone	works	or	what	it	can	do	for	them	(or	to	them)?

How	Things	Work
The	next	couple	of	pages	provide	a	quick	technical	overview	of	how	cell
phones	work	and	how	 they	 fit	 into	 the	 surveillance	society.	We’ll	 show
that	 the	 communication	 and	billing	 functions	of	our	phones	make	 them
handy	tracking	devices.	Furthermore,	newer	features	and	applications	like
built-in	 global	 positioning	 systems	 (GPS),	 Bluetooth	 capabilities,	 and
mapping	software	add	more	sophisticated	means	of	tapping,	tracing,	and
locating.	 Finally,	 we’ll	 turn	 to	 one	 of	 the	 most	 popular	 features,	 the
camera,	 and	discuss	 its	unique	and	 fascinating	place	 in	 the	 surveillance
tool	kit.
The	first	 thing	to	point	out	is	that	if	you	have	or	are	part	of	a	service

plan,	your	 cell	 phone	knows	who	you	 are	 and	 shares	your	 identity	with
the	 world.	 Phones	 contain	 unique	 identifying	 numbers	 that	 are
transmitted	whenever	the	phone	is	on.	Since	these	numbers	correspond	to
an	 account	 and	 thus	 a	 person,	 anonymity	 is	 difficult	 to	 achieve	 in	 the
cellular	world.	Some	prepaid	“go	phones”	that	don’t	require	you	to	sign
up	for	a	plan	may	seem	to	provide	anonymity,	but	even	they	can	be	used
to	track	and	identify	the	user,	since	the	numbers	one	calls	and	the	places
one	goes	reveal	the	user’s	social	network,	daily	activities,	and	eventually
identity.	 Anyone	 closely	 monitoring	 and	 analyzing	 the	 data	 could
probably	figure	it	out.



But	 your	 phone	 tells	 the	world	 a	 lot	more	 than	 simply	who	 you	 are.
Other	characteristics	are	logged	in	routine	data	collection,	and	some	are
right	 on	 your	 bill.	 This	 includes	whom	 you	 call	 or	 text,	 as	well	 as	 the
time,	 duration,	 and	 frequency	 of	 your	 contacts.	We	 can	 also	 learn	 how
often	you	 roam	 to	other	 regions	or	area	codes,	how	often	you	 leave	 the
country,	and	which	countries	you	visit.	Other	information	is	generated	by
how	you	use	your	phone,	even	if	 the	data	don’t	appear	on	your	bill.	For
instance,	a	lot	can	be	learned	about	your	interests	and	social	networks	by
watching	how	you	use	Twitter,	Flickr,	Facebook,	or	other	applications	to
send	messages	 or	 pictures	 to	 the	 Internet:	what	 you	 upload,	where	 you
upload	 it,	 who	 responds	 to	 you,	 what	 images	 you	 tag,	 whom	 you’re
tagged	 with	 in	 uploaded	 images,	 and	 so	 on.	A	 detailed,	 if	 partial	 and
skewed,	portrait	of	you	can	be	gleaned	from	this	information.	But	there’s
more	to	it.
So	your	phone	marks	who	you	are	and	who’s	 in	your	circle,	but	how

does	it	tell	where	you	are?	There	are	at	least	four	ways	your	location	can
be	tracked:	through	cell	towers,	GPS,	WiFi,	and	Bluetooth.	A	cell	phone
is	basically	a	fancy	three-channel	radio—one	channel	talks,	one	channel
listens,	 a	 third	 channel	 arranges	 communication	with	 the	 system.	 Let’s
talk	about	that	third,	quiet	channel.	When	a	cell	phone	is	on,	it’s	in	steady
communication	 with	 the	 now	 ubiquitous	 cell	 towers	 and	 antennae—
known	as	sites.	That’s	because	 the	equipment	needs	 to	figure	out	which
sites	will	handle	the	signal	from	your	regularly	moving	phone.	Even	if	a
call	or	data	transfer	is	not	being	made,	the	service	provider’s	equipment
actively	 monitors	 the	 identity,	 direction,	 and	 strength	 of	 the	 signal.
Because	the	towers	monitor	the	identification	and	signal	direction	of	each
cell	 phone,	 and	 because	 multiple	 towers	 allow	 “triangulation”	 on	 a
particular	 phone,	 its	 location	 can	 always	 be	 tracked.	 Through	 this
particular	process,	 your	 location	 can	 be	 narrowed	 to	within	 a	 couple	 of
hundred	yards	in	urban	areas	that	have	multiple	antennae.3

Cell	Phone	Protests
An	 international	 boycott	 commenced	 after	 it	 was	 learned	 that	 the	 Nokia	 Corporation,	 the
world’s	largest	cell	phone	manufacturer	and	a	major	provider	of	cell	phones	in	Iran,	sold	the
Iranian	 government	 a	 surveillance	 and	 control	 center	 that	 enabled	 it	 to	 track	 and	 limit



communications	 during	 a	 wave	 of	 pro-democracy	 rallies	 in	 2009.4	 The	 boycott	 expressed
widespread	 popular	 anger	 over	 Nokia’s	 complicity	 in	 the	 Iranian	 government’s	 efforts	 to
monitor	phone	traffic,	scramble	and	jam	service,	and	listen	in	on	conversations.	According	to
the	 boycott	 organizers,	 hundreds	were	 jailed	 “thanks	 to	Nokia’s	 technology.” 5	 Just	 as	 cell
phones	 and	 social	 media	 were	 influential	 tools	 used	 by	 protestors	 in	 Iran	 and,	 later	 on,	 in
other	 countries	 during	 the	 2011	 revolutionary	movement	 known	 as	 the	Arab	 Spring,	 these
technologies	also	open	people	up	to	extraordinarily	repressive	forms	of	social	control.

But	triangulation	is	old	news.	Unless	you’ve	had	your	phone	for	years,
it	also	includes	a	legally	mandated	GPS,	which	can	disclose	your	location
with	pinpoint	accuracy—typically	within	fifty	feet.	Phones	registered	in
the	United	States	 and	Canada	 are	 now	 linked	 in	with	 the	E911	 service.
This	 service	 is	 intended	 to	 coordinate	 emergency	 responses	 by,	 for
instance,	 automatically	marking	your	 location	when	you	dial	 911.	With
this,	 of	 course,	 comes	 the	 capacity	 for	 constant	 surveillance	 of	 your
travels.6	Many	advanced	cell	phones	are	always	signaling	 their	 location,
even	when	they’re	turned	off.	The	implications	of	these	new	capabilities
require	 no	 speculation:	 for	 a	 modest	 fee,	 police	 authorities	 have
convenient	access	to	Sprint	web	portals,	for	instance,	which	allowed	them
to	 undertake	8	 million	cell	 phone	GPS	 location	 checks	 in	 2009	 alone.7
And	that’s	just	one	company.
Ordinary	citizens	can	approximate	this	kind	of	tracking	through	mobile

phone	applications	such	as	Google	Latitude,	which	encourages	people	to
extend	 their	 social	 networking	 activities	 into	 physical	 space.8	 Latitude
users	can	 track	 the	precise	 location	of	willing	 friends,	 family	members,
or	 others	 and	 watch	 them	move	 across	 a	 map.	According	 to	 a	 Google
spokesperson,	 “This	 adds	 a	 social	 flavor	 to	Google	maps	 and	makes	 it
more	fun.”9	This	fun,	much	like	Twitter	and	other	interactive	applications
for	 sharing	 information,	 introduces	 the	potential	 for	generating	massive
amounts	 of	 personal	 data,	 although	Google	 claims	 to	be	uninterested	 in
stockpiling	or	selling	e-data	to	marketers—at	least	for	the	moment.10
Most	 smartphones	 (like	 iPhones,	Androids,	 or	 Blackberries)	 are	 also

WiFi	devices	that	continuously	scout	for	available	networks	so	that	data
can	be	pushed	to	the	device,	even	if	you’re	not	actively	surfing	the	web	or
checking	e-mail.	WiFi	networks,	as	you	may	already	know,	are	assigned



unique	IP	(Internet	protocol)	addresses	that	are	tied	to	physical	locations
—like	 someone’s	home	address	or	 the	pizza	place	on	 the	corner.	When
your	phone	uses	these	networks,	it	promiscuously	reveals	the	IP	address,
essentially	saying	to	 the	world,	“I’m	here!	In	 this	city,	on	this	street,	 in
this	building!”	That	may	 increase	 the	 functionality	of	your	apps	 so	 that
you	 can	 get	 accurate	 directions	 or	 recommendations	 to	 nearby
restaurants,	but	it	also	means	that	your	location	is	always	known.
What’s	 more,	 your	 phone	 is	 archiving	a l l	your	 locations	 and

movements,	 creating	 a	 highly	 detailed	 story	 of	 your	 mobile	 life,	 just
waiting	 for	 the	 FBI,	 or	 hackers,	 or	 your	 creepy	 stalker	 ex-boyfriend	 to
access	and	exploit.	Apple	iPhones	store	all	 location	data	in	a	file	on	the
phones	and	routinely	beam	them	up	to	the	Apple	mother	ship,	but	anyone
accessing	your	phone	 (physically	or	 remotely)	 could	also	 learn	all	your
previous	locations.11	And	Google’s	Android	phones	promote	unwelcome
uses	of	this	sort	by	making	the	previous	locations	of	your	phone	publicly
available	 on	 the	 Internet	 for	 anyone	 to	 see.	All	 someone	 has	 to	 do	 is
capture	your	device’s	unique	hardware	number	 (also	known	as	a	Media
Access	Control	[MAC]	address),	which	WiFi	networks	do	automatically,
and	courtesy	of	Google	they	could	discover	your	previous	locations,	such
as	your	home	address,	the	coffee	shop	you	visit	every	Thursday	afternoon
at	2:15,	the	works.12	The	potential	for	abuse	is	high.
There	 are	 also	 new	 surveillance	 functions	 opened	 up	 by	 Bluetooth-

enabled	 phones,	 headsets,	 or	 other	 devices	 that	 share	 your	 information
within	a	smaller	radius	(about	 thirty	feet).	For	example,	shopping	malls
can	 set	 up	Bluetooth	 surveillance	 networks	 to	 track	where	 people	 shop
and	 for	 how	 long	 or	 to	 send	 specific	messages	 related	 to	 the	 shopper’s
location.	This	was	just	what	the	Aalborg	Zoo	in	Denmark	did	to	find	out
which	 animals	 and	 attractions	 visitors	 found	 most	 popular;	 they	 even
offered	“bluetags”	to	help	parents	track	their	children.13	(Be	careful	with
your	 Bluetooth:	 “bluesnarfing”	 hackers	 can	 access	 a	 Bluetoother’s
address	book,	e-mail,	and	call	history	or	even	hijack	a	phone	remotely	to
make	calls	and	send	messages.14)
Moreover,	there	 are	 reported	 cases	 of	 FBI	 agents	 surreptitiously



reprogramming	 cell	 phone	 software	 to	 convert	 cell	 phones	 into	 remote
microphones—“roving	 bugs”—to	 listen	 to	 face-to-face	 conversations
occurring	 near	 the	 phone,	 even	when	 the	 phone	 is	 turned	 off.1 5	This	 is
how	 incriminating	evidence	was	collected	on	mobsters	 in	 the	Genovese
crime	 family	 in	 New	 York,	 leading	 to	 arrests	 in	 2006	 for	 labor
racketeering	 and	 other	 charges.	 Various	 online	 businesses,	 such	 as
FlexiSPY,	purport	to	make	this	sort	of	eavesdropping	available	to	anyone
who	can	pay	$350	a	year	and	get	her	hands	on	the	target	phone	for	fifteen
minutes.1 6	Soon,	 we	 expect,	 you	 won’t	 even	 need	 that	 fifteen	 minutes
with	 the	 phone,	 since	 software	 will	 allow	 remote	 enabling.	 If	 this
surprises	 you,	 think	 about	 some	 of	 the	 games,	 songs,	 and	 apps	 you’ve
downloaded—it’s	 not	 much	 harder	 to	 remotely	 insert	 a	 small	 software
application	to	enhance	the	surveillance	functions	just	as	you’d	download
a	game.17

It’s	the	Latest:	“Augmented	Reality”
A	new	software	protocol	known	as	augmented	reality	allows	phone	users	to	hold	their	phone
cameras	 up	 to	 “tagged”	 objects	 in	 the	 world	 (movie	 posters,	 restaurants,	 artwork,	 etc.)	 to
receive	additional	 information	about	 them.	With	 some	augmented	 reality	 applications,	users
can	 affix	 their	 own	 virtual	 tags	 to	 objects	 or	 places	 so	 others	 can	 find	 and	 view	 them;	 this
practice	 has	 the	 potential	 to	 exponentially	 increase	 the	 number	 of	 things	 tagged	 in	 this
material-virtual	 hybrid	 space.	 When	 people	 voluntarily	 tag	 items,	 though,	 they	 are	 also
leaving	 behind	 a	 remainder:	 a	 digital	 fingerprint	 that	 links	 them	 to	 those	 spaces	 at	 certain
times.

Between	 billing	 records,	 triangulation,	 GPS,	 WiFi,	 Bluetooth,	 and
tracking	applications,	 the	 little	device	 in	your	pocket	or	bag	makes	you
constantly	knowable	and	mappable.	This	can	be	a	great	 thing,	since	you
may	find	yourself	lost	in	a	national	forest,	trapped	in	a	remote	area	with	a
car	breakdown,	or,	perhaps	worse,	downtown	on	a	Saturday	night	with	no
friends	 in	 sight.	 Once	 you	 alert	 someone,	 not	 only	will	 help	 be	 on	 the
way;	it	should	be	able	to	find	the	right	place.18
In	 an	 interesting	 twist,	 cell	 phones	 also	 turn	 the	 user	 into	 a	 roving

surveillance	unit,	because	most	phones	now	have	a	built-in	 camera	 that
allows	you	 to	 shoot	 and	 transmit	 videos	 and	 stills	 of	 anything	 you	 see.
When	 the	National	Association	 for	 the	Advancement	of	Colored	People
(NAACP)	celebrated	its	hundredth	anniversary,	it	launched	a	website	that



allows	people	to	upload	footage	of	police	misconduct	for	its	legal	team	to
review.19	Others	have	used	cell	phone	cameras	to	take	voyeuristic	photos
in	locker	rooms	or	public	settings,	and	some	turn	to	online	posting	sites
specializing	 in	 such	 material.	 You’ve	 also,	 no	 doubt,	 uploaded	 and
viewed	plenty	of	cell	phone	shots	on	social	networking	sites.
This	dimension	of	the	cell	phone’s	surveillance	capacity	can	challenge

the	way	we	usually	think	about	surveillance—as	something	done	by	large
powers	like	governments	and	corporations.	And	though	we’re	not	entirely
sure	 that	 one	 individual	 snapping	 a	 quick	 picture	 counts	 as
“surveillance,”	 it	 seems	 clear	 that	 the	 sum	 total	 of	 all	 those	 quick	 pics
adds	 an	 important	 new	dimension	 to	 the	 surveillance	 society.	 To	 put	 it
bluntly,	we’ve	shifted	to	a	new	level	of	ongoing	scrutiny	when	we	live	in
a	society	with	over	300	million	cameras	waiting	to	record	and	broadcast
anything	 we	 do.	 We’re	 observed	 today	 in	 many	 ways	 that	 most	 of	 us
probably	take	for	granted	and	don’t	even	see	as	surveillance.
The	Volunteer	Army
No	 one	 ordered	 you	 to	 get	 a	 cell	 phone.	As	 one	 of	 the	 most	 rapidly	 spreading	 personal
technologies	in	history,	cell	phones	have	permeated	the	population	in	a	stunningly	short	time.
As	 status	 symbol,	mobility	 enhancer,	 safety	 tool,	 toy,	 camera,	web	 browser,	 address	 book,
and	 more,	 it’s	 hard	 to	 beat	 these	 multifaceted	 devices.	When	 a	 surveillance	 technology	 is
gladly,	 even	 fervently,	 adopted	 by	 a	 population,	 things	 get	 interesting.	 If	 you	 think	 about
some	 of	 the	 iconic	 images	 of	 surveillance—prisons,	 IRS	 audits,	 final	 exams—you	 don’t
picture	 joyous	 throngs	 clamoring	 to	 wrap	 their	 arms	 around	 them.	 But	 the	 beauty	 of	 cell
phones—and	we’ll	see	this	with	things	like	credit	cards	and	social	networking	sites	as	well—
is	 that	we	sign	up	and	we	 like	 it,	or	at	 least	most	of	us	do.	 (And	 in	case	you’re	wondering,
yes,	the	authors	also	have	and	enjoy	cell	phones,	credit	cards,	iToys,	and	many	of	the	other
must-have	accessories	of	the	surveillance	society.	We’re	all	in	this	together.)

Expanding	Surveillance
Cell	 phones	 enable	 extensive	 surveillance	 of	 your	 location,	 your
electronic	 communication,	 your	 social	 interaction,	 your	 conversations,
and	the	events	happening	around	you.	But	chances	are,	until	you	started
reading	 this	book,	you	didn’t	 think	of	your	cell	phone	as	a	 surveillance
device.	 That’s	 because	 the	word	surveillance	is	 too	 often	 tied	 to	 things
like	video	cameras,	government	spying	programs,	and	black	vans	full	of
geeks	 wearing	 large	 headphones—potent	 symbols	 that	 simply	 don’t



represent	the	full	range	of	surveillance	in	society.	One	of	our	main	goals
is	to	expand	your	understanding	of	surveillance	by	demonstrating	how	it
works	in	daily	life.	But	before	we	show	you	more,	we’ve	got	to	spend	a
little	time	developing	a	broader	and	richer	conceptualization	of	the	very
idea	of	surveillance.	In	the	pages	that	follow,	we	argue	that	fundamental
changes	 in	 the	 breadth	 and	 nature	 of	 surveillance	 compel	 a	 wider	 and
more	nuanced	understanding	of	the	term.	We	then	move	on	to	a	broader
questioning	 of	 some	 of	 the	 other	 famous	 terms	 in	 the	 surveillance
vocabulary,	like	Big	Brother,	the	panopticon,	and	the	right	to	privacy.
In	 the	 introduction,	we	wrote	 that	surveillance	could	be	 thought	of	as

monitoring	 people	 in	 order	 to	 regulate	 or	 govern	 their	 behavior .
Surveillance,	in	other	words,	is	an	exercise	of	power	through	watching.	In
the	social	sciences,	“power”	has	been	classically	(and	too	simply)	defined
as	the	ability	to	get	people	to	do	something	they	would	not	otherwise	do.
We’ve	all	had	the	experience	of	changing	our	behavior	when	we	realize
someone	 is	watching	us;	 if	observation	can	make	people	do	 (or	not	do)
something,	then	it	can	be	understood	as	a	form	of	power.	When	we	note
that	 the	 term	surveillance	comes	 from	 the	 French	 word	 meaning	 “to
watch	 from	 above,”	 the	 emphasis	 on	 “above”	 implies	 that	 power
relationship.
Surveillance	is	not	new,	and	it	certainly	doesn’t	require	a	lot	of	digital

equipment.	 Increasingly,	 though,	 age-old	 techniques	 of	 watching	 and
listening	are	being	complemented	and	enhanced	by	technological	means.
Today’s	 digital	 technologies	 emit	 a	 steady	 stream	of	 information	 about
us:	whom	we	 call	 or	 text,	where	we	 are,	where	we	 shop,	what	we	 buy,
how	 fast	we	drive,	what	websites	we	visit,	who	our	 “friends”	 are,	what
music	we	listen	to,	what	TV	shows	we	watch,	how	productive	we	are	at
work,	 how	 well	 we	 do	 in	 school,	 the	 likelihood	 of	 our	 getting	 sick	 or
wrecking	our	cars,	and	so	on.	The	many	electronic	devices	we	use	create
vast	 quantities	 of	 data	 about	 us,	 allowing	 others	 to	 scrutinize	 our
activities,	preferences,	accomplishments,	and	failures.
In	 the	“good	old	days,”	surveillance	 typically	meant	being	physically

watched	 by	 someone	 visible	 and	 familiar—like	 a	 parent	 or	 a	 boss.	But
now,	because	our	data	both	live	long	and	travel	well,	we’re	often	watched



by	others	who	aren’t	physically	present,	who	are	unknown	to	us,	who	may
be	studying	us	at	a	later	time,	and	whose	motives	are	diverse,	changing,
or	 unclear.	 These	 new	 realities	 call	 for	 a	 revised	 understanding	 of
“surveillance”	 that	 places	 less	 emphasis	 on	 a	 relationship	 between	 two
people	at	one	time	and	place.	Data	drawn	from	your	cell	phone	and	other
devices	 can	 be	 used	 by	 many	 different	 people	 for	 different	 goals	 at
different	 times.	 “Your”	 data	may	 not	 even	 be	 used	 to	 study	 you!	 They
might	be	used	to	piece	together	information	about	others	or	to	study	and
manage	 the	 behavior	 of	 large	 clusters	 of	 individuals.	 So	 when	 talking
about	 surveillance	 and	 power,	 we	 need	 to	 realize	 it’s	 not	 just	 about
someone	getting	us	to	do	things	we	don’t	want	to	do.	Instead,	institutions,
architecture,	and	technologies	mobilize	power	so	that	we’re	enmeshed	in
surveillant	relationships	just	by	moving	through	the	world,	even	without
an	explicit	gaze	from	above.20	Sometimes	we	desire	 those	relationships,
and	lots	of	times	we’re	probably	not	even	aware	of	them.
What	Will	This	Look	Like	Fifteen	Years	from	Now?
As	 surveillance	 is	 detached	 from	 a	 specific	 context	 and	 moment,	 codes	 for	 appropriate
conduct	 become	 ambiguous,	 requiring	 a	 lot	 more	 foresight,	 intuition,	 and	 caution	 as	 we
attempt	to	negotiate	our	world.	If	we	can’t	hear	the	stern	reprimand	or	see	the	smile	or	scowl,
how	can	we	correct	the	way	we’re	acting?	If	we	have	to	be	thinking	about	a	scowl	(or	loss	of
employment	 or	 insurance	 coverage)	 that	 might	 happen	 in	 fifteen	 years,	 how	 do	 we	 even
begin	 to	 manage	 our	 lives?	 Because	 of	 these	 changes,	 we	 need	 to	 rethink	 our	 current
understanding	 of	 the	 seemingly	 natural	 limits	 of	 time	 and	 space.	 For	 instance,	 if	 you’re	 a
college	 or	 high	 school	 student,	 a	 Facebook	 posting	 about	 a	 party	 you	 went	 to	 over	 the
weekend	is	probably	an	appropriate	piece	of	information	for	your	current	social	context	and
group	of	friends.	But	that	same	information	could	be	incriminating	if	a	prospective	employer
views	 it	 five	 or	 ten	 years	 from	 now.2 1	Because	 of	 the	 temporal	 and	 spatial	 ambiguity
introduced	by	digital	media,	we	may	feel	the	effects	of	surveillance	for	years	to	come.	Young
people	thus	are	being	admonished—even	by	the	president	of	the	United	States—to	be	careful
what	they	put	on	social	networking	websites.22

Please	Check	Your	Baggage	at	the	Curb:	Rethinking	Our
Surveillance	Vocabulary
People	have	been	thinking	and	talking	about	surveillance	for	a	long	time.
Because	 of	 this,	we’ve	 accumulated	 a	 lot	 of	 intellectual	 baggage	i n	the
ways	we	conceptualize	or	 imagine	 this	 necessarily	 abstract	 idea.	That’s



one	of	the	key	reasons	this	book	focuses	on	very	real	things	like	your	cell
phone—we	want	 to	move	 away	 from	 the	 sweeping	generalities	 that	 too
often	drive	our	thinking.	There	will	certainly	be	some	big	thinking	going
on,	but	we	want	to	make	sure	it’s	grounded	in	practical	and	tangible	parts
of	our	everyday	lives.	So,	before	we	get	too	far	into	the	book,	let’s	take	a
quick	look	at	some	of	the	leading	images	and	metaphors	in	the	literature
about	surveillance,	 then	 think	about	 the	ways	something	 like	cell	phone
surveillance	 does	 or	 doesn’t	 fit	with	 them.	We’ve	 already	 talked	 about
one	key	term:	surveillance	itself.	You	might	have	come	to	this	book	with
specific	 images	of	helicopters	 and	police	vans,	but	we’re	urging	you	 to
picture	 it	 as	 a	much	broader	 class	of	practices	 including	many	 types	of
observation,	 communication,	 monitoring,	 and	 assessment.	 Some	 of	 the
other	 grand	 terms	 in	 the	 ongoing	 story	 of	 surveillance	 include	Big
Brother,	 the	panopticon,	 and	 the	 beleaguered,	 embattled,	 and	 much-
admired	right	to	privacy.
Big	 Brother,	 from	 George	 Orwell’s	 novel	Nineteen	 Eighty-Four,	 is

probably	 the	 most	 famous	 bogeyman	 and	 symbol	 of	 a	 surveillance
society.	 In	 Orwell’s	 dystopic	 Oceania,	 citizens	 are	 closely	 watched	 for
signs	 of	 ideological	 or	 personal	 deviation	 from	 the	 norm.	 Reactions	 to
deviance	are	terrifying	in	their	cruelty	and	violence.	Civil	society	(private
groups	 like	 churches,	 clubs,	 and	 businesses)	 do	 not	 exist,	 and	 families
have	 been	 co-opted	 by	 the	 totalitarian	 state.	 In	 a	 famous	 quotation,
Orwell	describes	life	with	Big	Brother:
It	was	terribly	dangerous	to	let	your	thoughts	wander	when	you	were	in	any	public	place	or
within	 range	 of	 a	 telescreen.	 The	 smallest	 thing	 could	 give	 you	 away.	A	 nervous	 tic,	 an
unconscious	 look	of	 anxiety,	 a	 habit	 of	muttering	 to	 yourself—anything	 that	 carried	with	 it
the	suggestion	of	abnormality,	of	having	something	to	hide.	In	any	case,	to	wear	an	improper
expression	on	your	face	.	.	.	was	itself	a	punishable	offense.	There	was	even	a	word	for	it	in
Newspeak:	facecrime,	it	was	called.23

But	obviously	this	imagery	doesn’t	really	make	sense	of	our	world.	For
most	of	us,	 the	government	 is	not	a	despotic	 totalitarian	force	watching
our	 every	 move	 for	 the	 slightest	 sign	 of	 deviation.	 For	 most	 of	 us,
surveillance	comes	not	from	a	unitary	state	bent	only	on	domination	and
control,	 but	 from	 a	 chaotic	 blend	 of	 government,	media,	work,	 friends,



family,	 insurance	 companies,	 bankers,	 and	 automated	data-processing
systems.	Much	of	the	surveillance	in	our	lives	is	nonthreatening—hardly
the	sense	we	get	from	Orwell’s	classic	dystopia.

FIGURE	1.1.	Modern	panopticon:	Stateville	Correctional	Center,	Joliet,	Illinois,	USA.
Photograph	from	Doug	Dubois	and	Jim	Goldberg/Magnum	Photos.

The	 same	 sort	 of	 problems	 surrounds	 another	 leading	 image	 of
surveillance—the	panopticon.	 (P a n	means	 “all,”	 and	op t i c	means
“seeing.”)	The	panopticon	was	a	prison	conceived	in	the	1700s	and	made
famous	 in	 the	 twentieth-century	 work	 of	 the	 late	 French	 intellectual
Michel	Foucault.24	The	panopticon	is	a	cylindrical	building	surrounding	a
central	 guard	 tower,	with	 individual	 cells	 built	 into	 its	 outer	walls	 (see



fig.	1.1).	Cells	are	backlit	and	completely	observable	so	that	the	guards	in
the	 central	 tower	 could	 easily	 watch	 the	 inmates.	 Blinds	 on	 the	 tower
windows	 prevented	 prisoners	 from	viewing	 guards,	meaning	 they	 could
never	 really	 know	 when	 they	 were	 being	 watched.	 The	 idea	 of	 the
panopticon	 was	 to	 use	 constant	 observation	 and	 a	 gentle	 system	 of
regimented	discipline	to	train	inmates	away	from	even	the	possibility	of
disobedience.	They	would,	 in	Foucault’s	words,	become	“docile	bodies”
so	 accustomed	 to	 constant	 observation	 that	 they	 internalized	 discipline
and	lost	the	capacity	to	resist.	Foucault	traced	the	idea	of	the	panopticon
out	into	other	sites—like	hospitals,	schools,	and	factories—to	argue	that
panopticism	had	emerged	as	a	defining	mode	of	power	in	our	time.
Now,	obviously	we	think	that	surveillance	and	observation	are	defining

modes	of	power	 in	our	 time.	That’s	one	of	 the	key	points	of	 this	book.
Foucault’s	 writings	 about	 power	 helped	 galvanize	 a	 fundamental
rethinking	 of	 the	 politics	 of	 surveillance	 as	 late	 twentieth-century
scholars	 struggled	 to	confront	new	forms	of	 systematic	observation	and
control.	 But,	 as	 with	 Orwell’s	 Big	 Brother,	 there	 are	 important
differences	between	our	reality	and	the	image	of	the	panopticon.	We	are
watched	not	from	a	single	site,	but	by	many	actors	in	many	contexts	with
many	motives,	and	we’re	not	always	aware	 that	we	might	be	seen.	And
whereas	 Foucault	 thought	 that	 reproducing	 the	 panopticon	 model
throughout	 societies	 would	 subject	 everyone	 to	 a	 uniform	 disciplining
gaze,	 surveillance	 systems	 today	 are	 geared	 more	 toward	 finding	 or
creat ing	differences	among	 people	 and	 sorting	 them	 into	 finely
differentiated	 categories	 (according	 to	 risk,	 value,	 preference,	 class,
status,	age,	sex,	race,	and	so	on).25	So	we’re	quite	unlike	the	prisoners	in
the	panopticon.
This	recognition	has	led	surveillance	analysts	to	sketch	out	the	idea	of

the	surveillant	assemblage—a	concept	that	shifts	our	attention	away	from
a	central	actor	or	place	like	Big	Brother	or	the	panopticon	to	focus	on	the
shifting,	 changing	 construction	 of	 surveillance	 that	 threads	 through	 the
many	 dimensions	 of	 our	 lives.	 The	 surveillant	 assemblage	 removes
individuals	 and	 practices	 from	 social	 context,	 translating	 them	 into



“data”	 that	 can	 be	 analyzed	 in	 discrete	 form,	 exchanged	 freely,	 and
recombined	 to	 provide	 a	 seemingly	 objective	 representation—or	 “data
double”—of	 individuals.2 6	The	 assemblage	 includes	many	 of	 the	 things
covered	 in	 this	 book:	 the	 watching	 by	 teachers,	 bosses,	 insurance
companies,	 police	 officers,	 Gmail,	 iTunes,	 Netflix,	 Facebook,
telecommunications	 companies,	 the	 SAT,	 the	 FBI,	 the	 credit	 industry,
and	all	 the	other	players	 in	 the	 surveillance	 society.	The	central	 idea	 is
that	there	 is	 no	 central	 force:	 no	 Big	 Brother,	 no	 panopticon,	 but	 a
shifting,	moving	observation,	presentation,	and	regulation	of	 the	self	by
countless	measures	in	countless	locations.
Your	cell	phone	is	a	great	example	of	this.	At	a	surveillance	extreme,

your	 location,	 calls	 dialed	 and	 received,	 call	 contents,	 text	 messages,
music,	videos,	 photos,	 and	 all	 other	 transactions	 can	 be	 monitored	 or
tracked	by	a	 shifting	array	of	 friends,	 family,	 service	providers,	private
detectives,	 the	 police,	 or	 random	 strangers	who	 find	 your	 phone.	Much
disclosure	 is	 voluntary	 (such	 as	 letting	 friends	 know	 where	 you	 are),
some	is	coerced	(such	as	iPhone	games	or	marketing	schemes	that	require
you	 to	 disclose	 your	 location),	 and	 some	 is	 obligatory	 (such	 as	 FBI-
mandated	 GPS	 location	 tracking).	 But	 these	 data	 trails	 are	 quickly
crossing	 each	other	 and	doubling	 back,	 becoming	muddy	 and	 confused,
making	 distinctions	 among	 voluntary,	 coerced,	 and	 obligatory	 more
difficult	to	perceive.	The	uses	or	implications	of	all	one’s	cell	phone	data
remain	unclear	and	may	become	important	only	in	hindsight.

Beyond	Privacy
You	might	be	surprised	 to	find	 that	you’re	not	going	 to	read	much	here
about	 the	 idea	 of	 privacy—what	 one	 Supreme	 Court	 justice	 famously
called	 the	 “right	 to	 be	 let	 alone.”2 7	This	 omission	 is	 pretty	 close	 to	 a
“thoughtcrime”	 in	 some	 circles,	 and	 it	 may	 seem	 strange	 that	 a	 book
about	 surveillance	 doesn’t	 say	 a	 whole	 lot	 about	 privacy.	 After	 all,
privacy	is	what	surveillance	invades,	right?
Well,	sure.	Yet	now	that	surveillance	is	not	just	an	isolated	practice	but

a	comprehensive	mode	of	social	organization,	the	implications	and	issues



go	way	beyond	 the	 relatively	simple	and	 limited	 idea	of	privacy.	 In	 the
coming	chapters,	we’ll	see	that	practices	of	surveillance	are	complicit	in
things	like
•	extending	and	changing	the	nature	and	reach	of	government	and	corporate	power;
•	altering	the	ways	we	think	about	time	and	space;
•	creating	new	templates	for	individual	identity;
•	setting	new	ethics	and	standards	for	human	behavior;
•	enforcing	existing	inequalities	and	patterns	of	social	discrimination.

That’s	 important	 stuff	 that	 goes	 far	 beyond	 a	 mere	 intrusion	 on	 your
privacy.
The	reason	we	don’t	say	much	about	privacy	is	not	that	we	don’t	like	it

or	support	it.	Both	of	us	enjoy	our	privacy	(one	is	even	a	little	nutso	about
it).	We	also	think	privacy	is	an	important	part	of	the	conversation	about
surveillance.	Across	the	world,	attorneys,	activists,	intellectuals,	and	civil
society	 groups	 use	 privacy	 arguments	 (and	 other	 claims)	 in	 an	 ongoing
effort	to	limit	or	regulate	surveillance	intrusions.28	But	privacy	has	spent
so	much	time	as	the	top	big	idea	in	discussions	about	surveillance	that	it
has	suppressed	other	ways	of	thinking.	So	in	this	book	we	ask	you	to	do
the	same	 thing	with	privacy	as	we’ve	asked	you	 to	do	with	Big	Brother
and	 the	 panopticon:	 treat	 it	 skeptically.	These	 various	 concepts	may	be
useful	 intellectual	 tools,	 but	 they’re	 also	 intellectual	 baggage	 inherited
from	different	times	and	places.	They	have	their	uses,	but	they	may	also
be	very	limited	and	limiting.
Try	This	at	Home!
Talk	 about	 the	 implications	 of	 cell	 phone	 surveillance,	 but	 don’t	 let	 anyone	 use	 the	 word
privacy.	How	does	eliminating	the	P-word	push	the	conversation	into	new	areas?

Social	Architecture
For	 us,	 one	 of	 the	 most	 productive	 ways	 to	 rethink	 the	 powers	 of
surveillance	 is	 to	 think	 about	 surveillance	 technologies	 as	 social
architecture.	Like	all	technologies,	surveillance	systems	create	pathways
and	 opportunities	 for	 human	 and	 institutional	 behavior.	 We	 typically
think	of	human	beings	as	having	relatively	unfettered	“agency”	or	choice.



But	 this	 agency	 is	 heavily	 constrained	 or	 shaped	 by	 physical	 and
technological	limits	and	properties.29
A	simple	example	might	be	a	staircase	in	a	school	building.	Sure,	we

could	get	to	the	second	floor	by	climbing	a	ladder	up	the	outer	wall,	but
we	won’t	because	there’s	a	staircase	designed	and	built	to	ease	our	way.
We’re	 going	 to	 use	 it,	 and	 we’d	 get	 in	 trouble	 if	 we	 didn’t.	 So	 the
staircase	shapes	human	practice	by	creating	opportunities,	which	are	then
coupled	 with	 expectations.	 Other	 examples	 might	 be	 walls	 that	 keep
people	 out,	 sidewalks	 that	 guide	 our	 paths,	 busy	 roads	 that	 pedestrians
can’t	 easily	 cross,	 or	 classroom	 layouts	where	 students	 sit	 in	neat	 rows
visible	to	the	centrally	located	teacher.	Technological	constraints	can	also
take	 the	 form	 of	 digital	 systems,	 such	 as	 cell	 phones	 that	 keep	 you
accessible	 and	 track	your	 travels;	 key	 cards	 that	 open	doors	 and	 record
your	passage;	media	players	 that	use	digital	 rights	management	 (DRM)
software	to	prevent	you	from	sharing	songs;	or	free	e-mail	accounts,	such
as	Gmail,	 that	provide	no-cost	 service	but	automatically	 review	your	e-
mails	and	share	the	content	with	Google	and	its	partners.
Technologies	 create	 pathways	 for	 behavior.	 That’s	 one	 of	 the	 main

reasons	 they’re	so	useful.	One	way	 this	 is	 important	 for	a	discussion	of
surveillance	 is	 in	 helping	 us	 think	 about	 how	 much	 new	 technologies
should	concern	us.	Right	now,	you	might	look	around	at	corporations	and
governments	 and	 conclude	 that	 new	 surveillance	 technologies	 don’t
worry	 you	 because	 you	 never	 misbehave,	 you	 generally	 trust	 your
government,	 you	 qualify	 for	 free	 shipping,	 and	 you’re	 getting	 all	 the
downloads	 you	 could	 ever	 want.	 Other	 readers	 might	 be	 wary	 either
because	 they	do	misbehave	or	 because	 they’re	 from	a	population	 that’s
been	victimized	by	surveillance.
But	if	we	accept	the	argument	that	technologies	shape	human	behavior

and	adaptations,	 the	 rise	of	 the	 surveillance	 society	 should	be	 a	 critical
concern	 to	 everyone.	 Think	 about	 it.	We	 now	have	 the	 ability	 to	 track,
monitor,	 assess,	 and	 locate	 virtually	 every	 citizen	 on	 most	 meaningful
dimensions	of	 their	 lives.	There	are	 so	many	 law	enforcement,	national
security,	 consumer	 convenience,	 public	 health,	 profitability,	 and	 public



safety	arguments	 for	making	full	use	of	 that	 information	 that	 it’s	 really
only	 a	 matter	 of	 time	 before	 it’s	 fully	 harnessed.	 And	 with	 that
harnessing,	 of	 course,	 the	 nature	 of	 our	 society	 is	 changing.	A	 larger,
more	 powerful,	 more	 intimate,	 more	 knowing	 state	 and	 corporate
apparatus	is	the	virtually	unavoidable	outcome	of	our	new	technological
capacities.	That	staircase	 to	 the	second	floor	has	been	built—people	are
going	to	use	it.

Conclusion
Your	cell	phone	 is	a	powerful	and	complicated	piece	of	communication
and	surveillance	equipment	that	exposes	you	to	a	host	of	different	types
of	tracking,	monitoring,	analysis,	and	inspection.	If	George	Orwell	could
have	imagined	it,	he	would	have	put	it	in	Nineteen	Eighty-Four;	if	Michel
Foucault	were	alive,	he’d	probably	write	about	it;	and	privacy	advocates
around	 the	world	are	profoundly	concerned	about	 the	unleashing	of	 this
new	power.	But	we’ve	 argued	 that	 since	 concepts	 like	Big	Brother,	 the
panopticon,	and	privacy	aren’t	a	good	fit	with	our	current	world,	they’re
not	well	suited	to	helping	us	make	sense	of	it.	We	support	a	messier	way
of	thinking.
Because	organizations	 and	 individuals	 today	 thrive	on	 the	production

and	management	 of	 information,	 much	 of	 which	 is	 digital,	 searchable,
and	 remotely	 accessible,	 the	 possibilities	 for	 surveillance	 have	 grown
exponentially.	Information	systems	act	as	social	architecture,	compelling
participation	 in	 surveillant	 relationships—some	 desirable	 and	 others
undesirable,	some	enabling	and	others	constraining.	Devices	such	as	cell
phones	can	be	thought	of	as	“polyvalent”	in	that	they	lend	themselves	to
multiple	uses,	open	us	to	multiple	forms	of	observation	and	control,	and
position	 us	 as	 agents	 who	 can	 monitor	 others—for	 instance,	 when	 we
keep	track	of	our	friends	or	family	members.
Given	this	complexity,	we	can’t	simply	say	that	surveillance	is	positive

or	 negative.	 But	 that	 doesn’t	 mean	 we’re	 incapable	 of	 evaluating	 the
effects	 of	 different	 forms	 of	 surveillance	 in	 particular	 contexts.	 That’s
exactly	 what	 we’re	 encouraging	 you	 to	 do.	 Furthermore,	 it’s	 also



important	 to	 keep	 an	 eye	 on	 large-scale	 transformations	 in	 social
architecture	 and	 in	 social	 practices	 so	 that	we	 can	 say	 something	 about
whom	the	systems	work	for	and	against.	Technologies	are	never	neutral.
Just	 as	 the	 staircase	 creates	 a	 convenient	 pathway	 for	 some	 people	 but
discriminates	 against	 those	 who	 can’t	 climb	 stairs,	 surveillance
architecture	 creates	 frequently	 hidden	 dynamics	 of	 inclusion	 and
exclusion.	As	we	proceed	through	the	coming	chapters,	we’ll	trace	some
of	 the	 larger	 trends	 in	 how	 surveillance	 systems	 sort	 people	 and	 treat
them	differently	based	on	 their	backgrounds	or	 their	perceived	value	or
risk.



2:	It’s	in	the	Cards
5812	5813	5921	7273	7297	7995	5933	9223	8111
Sad	isn’t	it?	An	embarrassment	of	human	decadence	captured	forever	in
the	 archives	 of	 the	 surveillance	 society.	 These	 damning	 four-digit
numbers	 are	 merchant	 category	 codes	 that	 banks	 use	 to	 monitor	 and
record	the	types	of	businesses	where	we	use	our	credit	cards.	In	the	story
told	here,	they	are

5812	Eating	places,	restaurants
5813	Drinking	places
5921	Package	stores—beer,	wine,	liquor
7273	Dating	escort	services
7297	Massage	parlors
7995	Betting/casino	gambling
5933	Pawnshops
9223	Bail	and	bond	payments
8111	Legal	services,	attorneys

Using	these	codes,	card	issuers	and	other	analysts	can	reconstruct	profiles
of	 human	 behavior—a	 pattern	 of	 spending	 like	 this	 indicates	 high-risk
behavior	 that	 could	 trigger	 an	 increased	 interest	 rate,	 a	 lower	 credit
rating,	 or	 reduced	 credit	 limit.1	 In	 some	 cases,	 credit	 card	 companies
have	 noticed	 that	 someone	 is	 visiting	 dubious	 businesses,	 reduced	 the
credit	 limit	 below	 the	 current	 account	 balance,	 then	 charged	 the	 card-
holder	fees	for	exceeding	the	limit!2
This	is	just	one	example	of	how	the	many	cards	we	use	both	track	what

we	do	and	shape	the	possibilities	and	conditions	of	our	lives.	Whether	it’s
a	 credit	or	debit	 card,	 a	 student	 ID	card,	or	 a	driver’s	 license,	our	 little
bits	 of	 plastic	 are	 keys	 to	 different	 portals	 of	 the	 surveillance	 society.
And	 just	 like	 the	 key	 card	 you	 use	 to	 open	 a	 dormitory	 or	 hotel	 room
door,	they	leave	a	precise	record	of	activity—where	you	go,	when	you’re
there,	and	frequently	what	you	do.	But	they	do	more	than	just	keep	tabs.



After	 all,	 “keys”	open	only	 certain	doors.	One	of	 the	main	 things	we’ll
explore	in	this	chapter	is	how	these	records	live	on	to	shape	our	lives	by
affecting	 things	 like	 our	 credit	 rating,	 employment	 prospects,	 and
insurance	rates.
We’ll	 start	with	a	quick	 look	at	 some	of	 the	most	widely	used	cards.

Along	 with	 a	 basic	 overview	 of	 how	 the	 cards	 work,	 we’ll	 also	 cover
some	 of	 the	 policy	 controversies	 and	 surveillance	 implications
surrounding	 different	 types	 of	 cards.	 Next	 we’ll	 get	 to	 know	 some
relatively	hidden	but	absolutely	critical	institutions	behind	the	systems	of
cards,	data,	and	identities:	credit-reporting	agencies	and	data	aggregators.
Overall,	we’ll	 be	 arguing	 that	 the	 current	 system	 is	 a	mess	 of	 different
cards,	agencies,	corporations,	and	protocols.	We	believe	it	will	soon	give
way	to	a	more	unified	and	comprehensive	system	of	identity	management
and	behavior	monitoring.	But	for	now,	let’s	meet	the	cards.

Cards	on	the	Table
It	 was	 an	 odd	 request	 from	 a	 professor:	 “What	 cards	 do	 you	 carry?”
Sensing	 a	 chance	 to	 delay	 the	 start	 of	 a	 lecture,	 the	 students	 started
digging.	 Everyone	 had	 a	 driver’s	 license,	 a	 student	 ID	 card,	 a	 debit	 or
credit	card,	and	a	collection	of	customer	 loyalty	cards.	Several	had	Red
Cross	 donor	 cards,	 health	 insurance	 cards,	 and	workplace	 identification
cards.	A	 few	had	 local	 library	cards,	American	Automobile	Association
cards,	video	rental	cards.	Some	of	the	younger	students	carried	fake	IDs
to	get	them	into	the	local	bars	(more	on	this	later).
We	need	these	cards	to	get	through	many	of	the	transactions	that	define

our	 lives—working,	 driving,	 shopping,	 banking,	 and	 learning.	 And
they’re	 among	 the	most	 practical,	widely	 used,	 and	 necessary	 forms	 of
surveillance	 in	 our	 daily	 lives.	 In	 most	 situations,	 cards	 register	 our
presence	and	certify	that	we	are	who	and	what	we	say	we	are.	A	driver’s
license	 certifies	 that	we’re	 registered	 and	 (officially)	 qualified	 to	 drive
and,	in	the	United	States	at	least,	serves	as	a	universal	form	of	personal
identification.	A	student	or	workplace	ID	certifies	legitimate	presence	in
an	organization	and	frequently	serves	as	a	swipe	card	for	accessing	places



or	 services.	A	debit	 or	 credit	 card	 can	 be	 coupled	with	 a	PIN	(personal
identification	number)	or	signature	to	let	us	spend	(or	borrow)	money.	A
customer	 loyalty	card	 sometimes	qualifies	 shoppers	 for	discounts	while
providing	 merchants	 with	 in-depth	 information	 about	 purchasing
histories	and	preferences.
The	 cards	 themselves	 are	 small—roughly	2-1/8	by	3-1/4	 inches—but

their	 impact	 is	 huge.	 As	 each	 card	 enables	 access	 or	 registers	 our
presence,	it	both	uses	and	builds	on	a	growing	body	of	information	about
the	 card-holder.	 In	 this	 sense	 the	 cards	 are	 crucial	 tools	 in	 a	 complex
system	of	digital	commerce	and	governance.	At	the	same	time,	the	cards
we	 carry	 are	 odd	 and	 increasingly	 antiquated	 throwbacks	 to	 a	 set	 of
technologies	 that	 no	 longer	 match	 today’s	 demands	 for	 mobility,
identification,	and	exchange.	They	have	two	central	weaknesses.	First,	we
have	so	many.	Second,	most	of	 them	are	not	adequately	secured	against
identify	theft,	fraud,	and	other	forms	of	misrepresentation.
Because	 of	 the	 haphazard	 development	 of	 our	 system,	 we	 carry

separate	 cards	 for	 our	 various	 identities	 (video	 renter,	 blood	 donor,
driver,	 shopper,	 student,	 etc.).	 While	 there	 is	 some	 merging	 of	 these
functions	 when,	 say,	 your	 driver’s	 license	 serves	 as	 verification	 for
banking,	we	have	tended	to	keep	the	activities	separate.	This	may	change
soon.	 Even	 though	 there’s	 great	 political	 opposition	 to	 the	 launch	 of
single	 multi-use	 cards,	 experiments	 are	 under	 way	 to	 explore	 the
possibility	of	 fusing	our	cards	 into	one	universal	 ID	 that	could	serve	as
everything	from	a	driver’s	license	to	a	donor	card	to	a	customer	loyalty
card	 to	 a	 video	 rental	 card.	 Later	 in	 this	 chapter	we’ll	 suggest	 that	we
may	 already	 have	 a	 lot	 of	 the	 features	 of	 a	 single	 card	 system,	 since
companies	called	data	aggregators	gather	and	analyze	much	of	what	we
do	with	our	cards.	You	may	not	have	heard	of	Experian,	ChoicePoint,	or
Acxiom,	 but	 these	 profitable	 corporations	 do	 a	 good	 business	 merging
data	 sets	 and	 reselling	our	 profiles	 to	 others.	 In	 the	process,	 they	unify
and	 organize	 the	 various	 bits	 of	 our	 lives	 to	 create	 the	 sort	 of
comprehensive	surveillance	framework	we	would	expect	from	a	universal
identification	and	access	system.
The	other	weird	thing	about	our	current	card	system	is	just	how	loose



and	unrefined	we	 are	 in	 our	 approach	 to	 identification	 and	verification.
Much	of	the	problem	is	that	we	use	cards	at	all!	The	cards	merely	create
an	increasingly	obsolete	plastic	surrogate	for	each	of	us.	To	realize	how
strange	 this	 is,	 just	 imagine	 how	 simple	 it	 would	 be	 if	 we	 used	 one
universal	 access	 marker	 such	 as	 an	 iris	 scan,	 a	 palm	 print,	 or	 an
implanted	 radio-frequency	 identification	 (RFID)	 chip.	 With	 a	central
identity	 and	 access	 clearinghouse	 regulating	 the	 various	 transactions,	 a
single	marker	could	take	care	of	receiving	a	speeding	ticket,	giving	you
access	 to	 rooms,	 taking	 attendance	 in	 class,	 spending	 your	 money,
tracking	your	grocery	purchases,	and	explaining	your	medical	history	and
insurance	coverage	(whether	you’re	conscious	or	not).	Our	cumbersome
and	unreliable	walletful	of	plastic	would	be	obsolete	when	replaced	by	a
nondetachable,	universal	identification	marker	and	a	means	of	translating
and	implementing	the	various	transactions	and	exchanges.	(Of	course,	all
new	 technologies	 create	 new	 risks:	 just	 ask	 the	guy	who	 lost	 his	 finger
when	 thieves	 in	Malaysia	 chopped	 it	 off	 to	 bypass	 the	 fingerprint-scan
security	system	on	his	Mercedes!)3
Depending	on	where	you	live,	the	next	wave	of	the	future	may	already

be	in	operation.	The	Baja	Beach	Club	in	Barcelona	already	gives	bikini-
clad	customers	 the	option	of	paying	 for	drinks	by	 scanning	RFID	chips
implanted	in	their	arms.4	Another	example	is	in	the	retail	use	of	BioPay’s
small	 digital	 fingerprint	 scanner,	 which	 allows	 customers	 to	 pay	 for
purchases	directly	out	of	 their	bank	accounts.	As	BioPay	president	Tim
Robinson	 said,	 “Kids	 growing	 up	 now	 can’t	 imagine	 that	 you	 needed	 a
cord	 to	 use	 your	 telephone.	 Soon	 they’re	 going	 to	 say,	 ‘You	mean	 you
have	 to	 carry	 around	 a	 piece	 of	 plastic	 or	 a	 piece	 of	 paper	 to	 go	 buy
something?’”5	ATM	users	around	the	world	use	fingerprint	or	finger	vein
scanners,	 while	 more	 and	 more	 bank	 patrons	 can	 access	 cash	 with	 the
blink	 of	 an	 eye.6	 Obviously,	 hype	 typically	 precedes	 technological
change,	 and	 the	 companies	 mentioned	 here	 have	 a	 vested	 interest	 in
convincing	all	of	us	that	their	vision	of	the	future	is	inevitable.	We’re	not
quite	sure	where	things	are	going	to	end	up.	Even	if	there’s	a	good	chance
that	 the	near	future	will	be	card-free	as	we	move	into	a	world	of	 iris	or



finger	scans,7	our	plastic	is	an	essential	part	of	getting	around	and	doing
everything	 from	 shopping	 to	 driving	 to	 banking.	 In	 the	 next	 several
pages,	we	go	through	a	brief	overview	of	the	main	cards	we	live	by.

The	Cards	We	Carry
You	Are	What	You	Eat:	Customer	Loyalty	Cards
Food	panics	have	become	a	regular	part	of	modern	life.	When	E.	 coli	or
salmonella	pops	up,	the	media	get	excited,	federal	investigators	set	out	to
find	the	culprit,	and	sometime	later	we	learn	that	spinach,	green	onions,
cantaloupe,	 or	 ground	 beef	 was	 to	 blame.	 But	 in	 2009	 and	 2010,	 the
storyline	changed.8	When	252	people	came	down	with	a	similar	strain	of
salmonella,	 investigators	 began	 with	 the	 standard	 approach	 of
interviewing	 patients	 about	 their	 shopping	 and	 eating,	 then	 turned	 to	 a
new	idea:	their	supermarket	shopper	cards.	The	story	was	reported	in	USA
Today	and	 other	 news	 outlets,	 based	 on	 the	 statements	 of	 food-borne
illness	investigator	Dr.	Casey	Behravesh:
The	first	case	in	this	salmonella	outbreak	was	reported	last	summer,	and	by	November,	CDC
[Centers	for	Disease	Control	and	Prevention]	investigators	were	examining	a	multistate	cluster
of	cases.	Through	interviews	and	questionnaires,	investigators	suspected	some	kind	of	Italian
meat	was	the	culprit,	but	people	couldn’t	remember	what	brand	they	bought.	.	.	.	So	the	CDC
asked	 supermarkets	 for	 certain	 buying	 information	 on	 seven	 victims	 in	Washington	 State,
focusing	 on	 suspect	 products	 rather	 than	 everything	 the	 customers	 had	 bought,	 Behravesh
said.	“We	didn’t	care	about	the	brand	of	toilet	paper	people	were	buying,”	she	said.
Of	those	seven	people,	five	had	bought	Italian	meats	made	by	the	Rhode	Island	company,

Danielle	 International	 Inc.,	Behravesh	 said.	Further	 investigation—including	 the	use	of	data
from	 other	 victims’	 shopper	 cards—pointed	 to	 salami	 made	 by	 Danielle	 and,	 more
specifically,	the	imported	pepper	it	was	coated	in.	That	came	from	two	spice	suppliers	in	New
York	 and	 New	 Jersey.	All	 three	 companies	 have	 since	 recalled	 some	 products.	The	 CDC
would	not	say	how	many	patients	gave	access	 to	 their	accounts	or	were	asked	to	do	so,	but
Behravesh	said	most	agreed.9

Most	of	us	have	shopper	cards	for	our	favorite	larger	retail,	drug,	and
grocery	stores.	From	a	customer’s	perspective,	they	are	necessary	to	get
sale	prices,	which	is,	of	course,	a	coercive	technique	on	the	part	of	stores.
From	 the	 store’s	 perspective,	 loyalty	 cards	 provide	 valuable	 data	 on
customers’	 behavior:	 who	 buys,	 what	 they	 buy,	 what	 other	 things	 they



buy,	where	they	live,	and	what	they	pay.10	This	information	helps	stores
market	 more	 effectively.	 With	 a	 full	 knowledge	 of	 shopping	 patterns,
they	can	lower	the	price	on	some	items	(potato	chips,	for	example)	while
maintaining	 or	 raising	 the	 prices	 on	 others	 (beer,	 hot	 dogs,	 and	 onion
dip).	Or	 they	can	give	a	price	break	on	 infant	 formula	while	 raising	 the
price	on	disposable	diapers.	They	can	do	this	because	they’ve	been	able
to	study	thousands	of	shoppers	to	explore	trends	in	who	buys	what.
A s	they	 do	 their	 work,	 the	 customer	 cards	 create	 a	 wealth	 of	 data

regarding	the	behavior	of	shoppers	in	general	and	specific	shoppers	like
us.	 By	 now,	 somewhere	 between	 75	 and	 85	 percent	 of	 households	 use
customer	 loyalty	 cards,	 and	 for	 most	 of	 us	 they’ve	 moved	 into	 the
category	 of	 things	we	 don’t	 even	 think	 about.	But	 there	 are	 people	 out
there	who	do	think	about	these	things,	and	they’re	worried.11	Criticism	of
loyalty	cards	takes	a	number	of	forms.	Some	have	raised	concerns	about
the	 (mis)use	 of	 specific	 information.	 For	 instance,	when	Robert	 Rivera
shattered	his	kneecap	when	he	slipped	and	fell	in	a	Vons	supermarket	in
Los	Angeles,	 he	 decided	 to	 sue,	 only	 to	 have	 the	 store	 threaten	 to	 use
loyalty	 card	 data	 to	 reveal	 how	 frequently	 he	 purchased	 alcohol.1 2	It’s
also	easy	to	imagine	police,	health	insurers,	or	employers	getting	excited
about	access	to	information	about	all	the	stuff	you	buy.	You	can	even	find
your	shopping	records	turned	over	to	federal	investigators	in	the	hunt	for
terrorists.13
Others	 worry	 about	 tipping	 the	 balance	 in	 the	 aggregate	 business-

customer	 relationship.	 Without	 knowing	 who	 a	 particular	 customer	 is,
retailers	 can	 use	 loyalty	 cards	 to	 develop	 a	 very	 sophisticated
understanding	 of	 retail	 patterns.	 When	 unsuspecting	 customers	 move
through	the	store,	unaware	that	 the	pricing	and	location	of	products	 is	a
fine	 science	 based	 on	 careful	 scrutiny	 of	 behavior	 patterns,	 a	 form	 of
power	is	at	work.	Manipulating	consumers	is	an	age-old	game—but	what
are	the	implications	of	moving	one	side	(the	retailer’s)	into	an	advanced
realm	of	retail	science?	It	seems	clear	that	there’s	more	to	come	on	this
front.	In	some	stores,	advertising	displays	can	track	your	eye	movements
to	see	what	you	 focus	on	and	 for	how	 long.1 4	Other	displays	attempt	 to



use	 facial	 recognition	 technology	 to	 keep	 track	 of	 the	 sex	 and	 race	 of
shoppers	 who	 scrutinize	 goods.	 Through	 customer	 loyalty	 cards,	 stores
already	 know	what	 you	 buy.	 It’s	 probably	 just	 a	matter	 of	 time	 before
stores	use	facial	recognition	and	related	systems	to	augment	these	data	by
tracking	your	unique	shopping	movements	and	susceptibility	to	ads.
Make	Some	Noise!
It	may	not	be	practical	to	opt	out	of	loyalty	card	schemes,	because	we’d	end	up	paying	more
for	 things.	But	 there	 are	 clearly	 problems	 of	 power	 asymmetry	 here,	where	 stores	 and	 data
aggregators	 know	 a	 ton	 about	 us,	 but	 most	 of	 us	 have	 little	 clue	 what	 happens	 to	 our
information—who	owns	it,	whom	they	sell	 it	 to,	or	what	they	might	do	with	it	 later	on.	One
creative	response	is	to	swap	cards	with	others,	even	total	strangers,	so	the	data	get	all	messed
up!	You	still	get	the	discounts,	but	the	stores	are	foiled	in	their	goal	of	collecting	fine-grained,
individualized	 data—instead	 they	 just	 get	 “noise,”	 the	 technical	 term	 for	 data	 that	 lack	 any
meaning.	 There	 are	 online	 card-swapping	 programs,	 card-swapping	 parties,	 or	 even	 card
duplication,	which	 can	 flood	 the	 system	with	 random	 data	when	 dozens—or	 hundreds—of
people	 use	 the	 same	 card	 bar	 code.1 5	(Of	 course,	 these	 noise-making	 forms	 of	 resistance
could	 also	 make	 it	 harder	 for	 the	 CDC	 to	 discover	 the	 cause	 of	 the	 next	 outbreak	 of
salmonella.)

Other	consumer	surveillance	systems	being	piloted	include	a	smart	cart
or	Giving	Cart16	that	offers	customers	a	shopping	cart	with	a	card	swipe
and	a	customized	presentation	of	coupons	and	location-specific	shopping
advice	 based	 on	 their	 past	 purchases.	 This	 cart	 will	 even	 generate	 a
shopping	 list	 based	 on	 your	 past	 behavior.	 Even	 better,	 as	 it	 moves
through	 the	store,	 the	Giving	Cart	can	 trigger	commercials	 for	products
on	 the	 shelves	 in	 front	 of	 you	 and	 report	 to	 the	 grocer	 valuable
information	 about	 the	 time	 you	 spend	 in	 each	 section.	 As	 the
manufacturer	boasts,
Other	 future	 software	 features	 of	 the	 Giving	 Cart™	 device	 will	 include	 a	 store	 directory,
product	 locator,	 electronic	 coupons,	 seasonal	 promotions,	 recipes,	 and	 the	 ability	 for	 a
customer	to	order	pharmacy	and	deli	items	on	the	device	and	be	alerted	(on	the	device)	when
they	are	ready	for	pickup.	Other	features	will	 include	system-generated	shopping	lists	based
on	 consumers’	 prior	 purchase	 histories,	 access	 to	 nutritional	 information,	 news	 items,	 local
weather,	inventory	information	and	the	ability	to	programmatically	display	a	daily	or	weekly
contest	 (Chime-Time	 feature)	where	 customers	 have	 a	 chance	 to	win	 gift	 certificates.	 Each
wireless	 device	 is	 linked	 via	 the	 Internet	 to	 a	 host	 application.	 This	 application	 enables
retailers,	manufacturers,	and	third-party	service	providers	to	communicate	updated	content	to
shoppers.17



As	we’ve	explained,	we	expect	plastic	cards	 to	become	a	 thing	of	 the
past	 as	more	 reliable	biometric	 forms	of	 identification	 take	 their	 place.
Imagine	 entering	 your	 grocery	 store	 and	 taking	 a	 cart.	 The	 cart	 handle
reads	your	fingerprints,	eyes,	or	perhaps	an	RFID	chip	embedded	in	your
arm.	Your	customer	history	and	preferences	are	accessed	by	the	onboard
control	 system,	and	a	host	of	customized	offers	and	 reminders	come	up
on	 the	screen.	Your	 regular	shopping	 list	appears,	with	 reminders	about
prescriptions	along	with	 tips	about	which	wine	goes	well	with	 the	 trout
you	 just	 purchased	 and	maybe	 a	warning	 that	 too	much	pastry	 is	 a	 bad
idea.	You	 could	 even	 get	 a	 coupon	 for	 a	 bottle	 of	 chardonnay	 or	 some
celery	 sticks.	 We	 also	 expect	 each	 product	 in	 the	 store	 to	 have	 an
inexpensive	RFID	 tag	affixed	so	you	simply	 load	up	 the	cart	and	 leave,
with	 the	 prices	 scanned	 as	 you	 exit	 the	 building	 with	 your	 filled	 cart.
Good-bye	 “Paper	 or	 plastic?”	And	 it’s	 not	 just	 the	 bags.	 Expect	 paper
money	to	slowly	disappear	as	electronic	transfers	become	the	norm—for
more	on	that,	we	turn	to	bank	cards.

“Credit	or	Debit?”
Bank	 cards	 are	 like	 little	 magic	 wands.	 They	 allow	 us	 to	 withdraw	 or
borrow	cash,	purchase	goods	and	services,	and	rent	cars	or	hotel	rooms.
Magazine	ads	tell	us	we	can’t	really	enjoy	life	without	a	credit	card,	and
the	billion-plus	cards	circulating	in	the	United	States	alone	must	mean	an
awful	lot	of	us	are	exercising	our	right	to	the	pursuit	of	happiness.18
A	 credit	 card	 is	 essentially	 a	 renewing	 loan	 fund	 in	 which	 each

expenditure	borrows	the	needed	money	from	the	bank.	If	you	pay	the	bill
before	 the	due	date,	no	 interest	 is	charged	and	you’ve	got	a	convenient,
low-cost	 means	 of	 short-term	 financial	 management.	 But	 miss	 the	 due
date	 (or,	worse,	 a	 bunch	 of	 them)	 and	 the	 bills	 pile	 up	 as	 high	 interest
couples	with	late	fees.	It	can	cost	you	big	time.	The	average	credit	card
debt	for	all	US	households	is	about	$5,000,	but	if	you	cut	out	the	prompt
payers	to	look	at	the	average	among	households	with	any	card	debt	at	all,
it	 jumps	 to	about	$16,000.	And	 that	$16,000	 is	compounding	at	 interest
rates	 that	 are	 typically	 about	 14	 percent.1 9	(In	 2012,	 that’s	 about	 four



times	the	rate	you	might	pay	for	a	mortgage	on	a	house!)	Debit	cards,	on
the	other	hand,	don’t	 involve	a	 loan.	They	give	you	access	 to	funds	you
already	have	in	the	bank,	sometimes	for	a	fee.	Both	types	of	cards—but
particularly	 the	 credit	 card—tie	 in	 to	 an	 immensely	 important	 and
powerful	 system	 of	 financial	 surveillance.	 The	 finance	 industry	 tracks
transactions,	purchases,	payments,	missed	payments,	the	number	of	cards
you	 hold,	 and	 almost	 every	 other	 facet	 of	 your	 credit	 card	 use	 and
financial	behavior.
One	 of	 the	 most	 familiar	 dimensions	 of	 financial	 surveillance	 in

America	 is	 the	 widely	 used	 credit	 rating	 or	 credit	 score	 assigned	 to
individuals	 by	 a	 trio	 of	 companies	 known	 as	 Equifax,	 Experian,	 and
TransUnion.	Data	are	constantly	gathered	on	how	many	cards,	loans,	and
accounts	 you	 have;	 your	 total	 debt;	 your	 payment	 history;	 and	 any	 bad
debts,	bounced	checks,	debit	card	overdrafts,	or	consistently	low	balances
in	 your	 checking	 account.	 All	 these	 data	 are	 gathered	 by	 the	 three
companies,	who	then	generate	a	composite	score,	usually	called	a	FICO
(rhymes	with	psycho).	Scores	range	from	300	to	850,	with	the	median	in
the	low	700s.
Your	credit	score	is	used	in	a	lot	of	places	where	you	might	expect	it	to

be.	When	bankers	decide	to	issue	a	credit	card,	mortgage,	student	loan,	or
car	 loan,	 they	 check	 the	 credit	 report	 to	 gauge	 your	 reliability.	 So	 do
automobile	dealers,	retail	stores,	and	other	lenders.	And	the	credit	score
is	not	just	used	to	decide	about	the	loan	or	the	line	of	credit	on	your	card;
it	 also	 helps	 set	 the	 interest	 rate,	 since	 the	 lenders	 make	 a	 higher-risk
person	 pay	 more	 for	 the	 loan.	 (Irony	 alert:	 Have	 money	 trouble?	 Low
credit	rating?	They	charge	you	more	to	borrow	money.)
Who	else	uses	your	credit	score?	Some	landlords	use	it	to	see	if	you’re

worthy	to	rent	their	studio	apartment.20	Potential	employers	use	it	to	see
how	 reliable	 you	 are	 (though	 legal	 restrictions	 apply).	 This	 was	 an
especially	frustrating	realization	for	people	who	lost	their	jobs	or	homes
during	the	recent	“great	recession”	and	were	disqualified	from	new	jobs
because	they	had	low	credit	scores.	Utility	and	cable	companies	routinely
run	credit	checks	before	signing	customers	up	for	services.	Car	insurance



companies	use	it	because	they’ve	found	a	strong	correlation	between	low
credit	 scores	 and	 high	 accident	 claim	 rates—for	 some	 reason	 that	 isn’t
fully	 explained,	 people	 who	 are	 higher	 credit	 risks	 allegedly	 cost
insurance	companies	more	money,	so	they’re	charged	more.21
These	 examples	 reveal	 some	 of	 the	 control	 dimensions	 of	 financial

surveillance.	It’s	not	just	about	passively	collecting	information.	Instead,
a	variety	of	companies,	employers,	and	landlords	actively	make	decisions
based	 on	 your	 financial	 data,	 and	 these	 decisions	 can	 make	 your	 life
significantly	 harder—or	 easier—depending	on	 how	“risky”	 others	 think
you	are.
Credit	Check
It	might	be	a	hassle,	but	you	should	probably	take	the	time	to	review	your	credit	report.	Not
only	can	you	see	where	you	stand;	you	can	review	it	for	errors	and	possibly	detect	early	signs
of	identity	theft	if	you	discover	you’ve	unknowingly	been	buying	auto	parts	in	Yucatán.	Free
annual	 access	 to	 all	three	of	 your	 credit	 reports	 is	 guaranteed	 under	 the	 US	 Fair	 Credit
Reporting	Act.	 Keep	 an	 eye	 out	 for	 crafty	 businesses	 posing	 as	 the	 best	 source	 for	 credit
reports.	 The	 only	 authorized	 site	 for	 online	 access	 is	annualcreditreport.com.	 Get	 more
information	at	http://www.ftc.gov/freereports.

A	variation	on	the	bank	cards	discussed	here	is	the	Electronic	Benefit
Transfer	 (EBT)	 card	 used	 for	 accessing	 food	 (and	 welfare)	 assistance.
The	same	large	banks,	such	as	Citibank,	run	the	EBT	systems	and	often
collect	massive	service	charges	from	the	people	who	have	the	least.22	The
older	system	of	food	stamps	was	somewhat	anonymous—the	stamps	were
like	cash	and	could	be	traded	for	diapers,	rent,	or	other	things.	But	EBT
cards	 let	 caseworkers,	 financial	 companies,	 and	 others	 scrutinize	 every
purchase	so	that	recipients	can	be	called	on	to	justify	their	purchases	or
be	 cut	 from	 assistance	 programs.2 3	This	 intense	 scrutiny	 doesn’t	 mesh
well	 with	 the	 realities	 of	 people	 receiving	 assistance,	 who	 might,	 for
instance,	 let	babysitters	use	the	card	as	a	form	of	payment.	Research	on
financial	management	in	lower-income	households	shows	that	this	sort	of
autonomy	is	a	critical	tool—but	with	the	EBT	cards,	the	tool	is	gone.
One	of	the	most	important	things	to	know	about	credit,	debit,	and	EBT

cards	 is	 that	 they	 are	 not	 cash.	 Cash,	 like	 old-fashioned	 food	 stamps,
leaves	no	trail.	We	don’t	know	who	had	it,	what	they	did	with	it,	or	where

http://annualcreditreport.com
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they	 did	 it.	 Plastic	 leaves	 trails:	 cardholder	 identity,	 items	 or	 services
purchased,	 amount	 paid,	 location,	 date	 and	 time	 of	 sale.	 In	 fact,	 we
frequently	 tell	 our	 students	 that	 using	 cash	 is	 one	of	 the	most	 effective
ways	 to	 reduce	 the	surveillance	 in	 their	 lives.	But	as	cash	becomes	 less
and	 less	 usable	 with	 the	 rise	 of	 online	 purchasing	 and	 automated
checkouts,	 the	 space	 for	 the	 unwatched	 economy	 gets	 smaller	 and
smaller.

ID	Cards
Identification	is	the	starting	point	of	surveillance.	
—DAVID	LYON24

Reliable	identification	is	a	constant	of	human	life.	We	use	facial	features
to	recognize	friends	and	family,	phone	numbers	to	identify	the	source	of
incoming	 calls,	 and	 names	 to	 trace	 the	 senders	 of	 e-mails	 and	 other
messages.	 These	 sorting	 systems	 are	 implicitly	 both	 inclusionary	 and
exclusionary—we’re	 letting	 some	 people	 in	 and	 keeping	 others	 out.
Identification	 is	 far	 simpler	 in	 cultures	 and	 settings	where	most	 people
know	each	other.	 Imagine	a	 small	 town	or	 even	your	own	home,	where
you	 can	 easily	monitor	 for	 strangers	 as	 you	move	 through	 the	day.	But
now	 imagine	 San	 Francisco	 or	 Tokyo,	 or	 picture	 yourself	 as	 a	 border
officer	 attempting	 to	 figure	 out	 if	 a	 prospective	 entrant	 should	 be
approved.	Here	things	get	trickier	because	we	need	to	rely	on	impersonal
methods	for	identifying	and	sorting	as	we	attempt	to	regulate	movement,
control	access,	and	administer	the	distribution	of	resources.
If	you’ve	used	a	contemporary	student	identification	card,	you’ve	got	a

pretty	 good	 idea	how	a	 comprehensive	multi-use	national	 identification
card	might	work.	Campus	life	has	so	many	needs	for	ID	cards	that	many
students	carry	theirs	on	lanyards—as	the	promotional	material	quoted	in
this	box	demonstrates,	the	cards	need	to	be	ready	for	just	about	anything:
ID	Badges	for	Everything
•	A	new	student	comes	in,	and	while	their	paperwork	is	being	filled	out,	an	ID	card	is	printed.
This	ID	card	has	a	full	color	picture	of	the	student,	their	signature,	and	a	barcode	or	magnetic
stripe.
•	The	student	visits	the	library	and	since	their	ID	card	also	works	as	a	library	card,	it	is



scanned	to	record	the	checkout	details.
•	The	student	visits	the	cafeteria,	and	instead	of	handing	over	money,	they	simply	have	their
ID	card	scanned.	Since	it	also	works	as	a	meal	card,	the	total	amount	is	deducted	directly
from	their	student	account.
•	The	student	attempts	to	enter	the	staff	lounge	and	is	unable	to	.	.	.	because	their	special
student	ID	card	also	works	as	a	security	card,	and	it	does	not	allow	them	access	to	the	staff
lounge.
•	When	the	student	enters	a	classroom,	they	swipe	their	ID	and	are	marked	present.	When
they	leave	the	classroom,	they	swipe	again	to	verify	they	were	in	class	the	full	time	.	.	.	and	to
verify	where	they	were	last.	If	that	student	turns	up	missing,	the	school’s	security	system	will
know	where	they	were	last—and	when.
•	The	student	goes	to	computer	class,	and	swipes	their	ID	to	log	into	a	computer.	That
computer	then	allows	access	to	specific	applications	only	.	.	.	based	on	their	pre-set
configured	access	levels.

These	same	ID	cards	can	be	used	for	faculty	and	staff.25

As	 we	 see	 here,	 one	 card	 is	 able	 to	 handle	 finance,	 access,
identification,	and	registration.	For	convenience,	it’s	hard	to	beat.	A	big
risk,	o f	course,	 is	 that	 so	much	 power	 is	 invested	 in	 a	 single	 card	 that
lacks	 some	 sort	 of	 direct	 biometric	 verification.	 With	 the	 current
technology,	 a	 student’s	 friend	 could	 presumably	 swipe	 the	 card	 for
attendance	while	 the	 student	 sleeps	 cozily	 in	 their	 dorm	 room.	Without
some	link	to	a	fingerprint	scan	or	other	independent	verification	system,
multi-use	identification	cards	have	this	key	vulnerability.
Student	 ID	 cards	 also	 permit	 some	 interesting	 forms	 of	 surveillance.

University	officials	may	be	able	to	monitor	what	food	you	buy,	how	often
you	use	the	gym,	how	steady	your	class	attendance	is,	and	how	late	you
return	to	your	dorm	room.	With	a	few	data	runs,	they	can	also	determine
who	 your	 friends	 are—based	 on	 whom	 you	 enter	 buildings	 with,	 take
attendance	with,	eat	with,	and	so	on.
Of	course,	even	people	who	don’t	live	on	college	campuses	are	part	of

identification	card	systems.	In	the	United	States	and	Canada,	the	driver’s
license	 is	 the	 most	 widely	 used	 form	 of	 government-approved
identification.	 It	 usually	 has	 name,	 address,	 license	 number,	 sex,	 hair
color,	 height,	weight,	 eye	 color,	 birth	 date,	 and	 signature.	Your	 license
will	also,	 typically,	have	 information	on	what	 types	of	vehicle	you	may
operate,	when	your	license	expires,	whether	you	are	an	organ	donor,	and



in	some	states	your	citizenship.	There’s	a	good	chance	that	there’s	also	a
scannable	 bar	 code,	 a	 security	 hologram,	 and	 a	 machine-readable	 zone
(MRZ)—the	dark	strip	on	the	back.
Fake	ID:	Viva	la	Resistance?
Since	 1984,	 when	 the	 US	 government	 compelled	 states	 to	 raise	 the	 legal	 drinking	 age	 to
twenty-one,	lots	of	people	younger	than	twenty-one	have	used	fake	IDs	to	buy	alcohol	or	get
into	 bars.	 In	 colleges	 and	 university	 towns,	 underground	 economies	 produce	 new	 fake	 IDs
and	circulate	existing	ones.	These	 fakes	almost	certainly	wouldn’t	get	by	a	police	officer	or
border	agent,	but	for	a	liquor	store	clerk	or	a	halfhearted	bouncer	in	a	dark	bar,	they	usually
do	the	trick.	But	let’s	take	a	close	look	at	what	this	trick	is	and	what	its	implications	may	be.
We’ve	 already	 established	 that	 one	of	 the	 principal	 needs	 of	 a	 surveillance	 society	 is	 the

reliable	 identification	 of	 individuals.	Efforts	 to	 trick	 identification	 systems	 produce	 some	of
the	 central	 conflicts	 and	 enforcement	 problems	 of	 our	 times;	 just	 consider	 the	 widespread
attention	 to	 identity	 theft,	 the	quest	 for	 the	perfect	biometric	certifier	on	 identification	cards,
or,	 of	 course,	 the	 use	 of	 fake	 IDs.	We	 usually	 think	 of	 using	 fake	 IDs	 as	 just	 a	 relatively
minor	crime	perpetrated	by	millions	of	people	a	year.	But	let’s	push	this	a	bit	and	see	where	it
takes	us.	Could	it	be	that,	along	with	being	a	widespread	form	of	petty	crime,	fake	IDs	should
also	be	thought	of	as	a	new	type	of	political	action	in	the	surveillance	society?
Fake	IDs	as	politics?	Bear	with	us.	The	drinking	age	 isn’t	an	act	of	nature;	 it’s	a	political

choice	enacted	by	politicians	and	enforced	by	government	agents.	Around	 the	world,	 some
nations	have	no	drinking	age,	others	come	in	at	sixteen,	while	others	cluster	between	nineteen
and	 twenty-one.	Others	 simply	ban	 alcohol	 altogether,	 as	 the	United	States	 attempted	 to	 do
from	 1920	 to	 1933.	We	 bring	 up	 all	 this	 variance	 in	 alcohol	 policy	 to	 raise	 the	 point	 that
regulations	 on	 alcohol	 are	 political	 choices	 about	 public	 policy	 over	 which	 there	 is	 great
controversy.
A	twenty-year-old	who	uses	a	fake	ID	to	violate	current	regulations	challenges	the	choices

the	 government	 has	 made.	 She	 acts	 out	 her	 opposition	 to	 the	 official	 drinking	 age	 by
engaging	 in	 a	 time-honored	 practice	 of	 evasion	 and	 subterfuge	 intended	 to	 undermine	 the
enforcement	 of	 the	 law.	This	 is	 a	 crime.	But	 it	 is	 also	 an	 expression	 of	 a	 human	 choice	 to
disagree	 with	 the	 rules	 of	 the	 state.	This	 is	 not	 to	 say	 she	 belongs	 on	 the	 same	 moral	 or
intellectual	plane	as	Henry	David	Thoreau,	Mahatma	Gandhi,	or	Martin	Luther	King	Jr.	But	it
is	nonetheless	an	action	that	holds	political	meaning.
Another	 dimension	 of	 the	 politics	 of	 fake	 IDs	 is	 that	 they	 challenge	 the	 identification

practices	 of	 the	 surveillance	 and	 verification	 system	 itself.	 ID	 cards	 are	 one	 of	 the	 central
ways	governments	certify	and	monitor	the	citizenry.	Governments	all	over	the	world	invest	a
great	deal	of	 time	and	energy	 into	creating	 reliable,	verifiable,	and	effective	mechanisms	of
identification.	When	 we	 choose	 to	 challenge	 them	 by	 using	 unsanctioned	 alternatives,	 we
undermine	what	may	be	one	of	the	principal	systems	of	regulation	and	control.	In	these	ways,
odd	 as	 it	may	 seem,	 there	 are	 political	 dynamics	 swirling	 around	 that	 twenty-year-old	who
may	just	be	trying	to	enjoy	a	beer.

Government	ID	cards	also	contain	at	least	one	type	of	biometric	data.
Biometric	 data	 consist	 of	 information	 related	 to	 measurable	 physical



characteristics	that	can	then	be	used	to	identify	the	individual	in	question
—like	fingerprints,	a	photograph,	or	digital	scans	of	the	iris	(the	colored
part	of	your	eye).	Considered	the	most	accurate	and	consistent	biometric
measurement,	 iris	 scans	 are	 becoming	 much	 more	 popular.	 They	 have
been	 installed	 on	 US	 military	 bases	 and	 correctional	facilities	 and	 in
airports	 all	 over	 the	 world,	 and	 they’re	 even	 being	 used	 in	 place	 of	 a
penthouse	key	at	one	swanky	Boston	hotel.26

Real	ID?
When	you	think	of	all	the	things	we	use	government	ID	cards	for	(travel,
age	and	identity	verification,	check	cashing),	 it’s	amazing	that	we	don’t
have	 a	 better	 system	 for	 issuing	 and	 coordinating	 them.	 There	 are
nationally	 issued	 passports	 designed	 for	 international	 travel,	 but	 fewer
than	 a	 third	 of	Americans	 have	 one.	 In	 the	 United	 States,	 state-issued
driver’s	 licenses	effectively	 stand	 in	 for	national	 ID	cards.	 In	2005,	 the
US	Congress	tried	to	clean	up	the	confusion	by	passing	the	Real	ID	Act.
This	would	have	created	a	de	facto	national	ID	card	by	requiring	all	fifty
states	 to	 adopt	 similar	 formatting,	 documentation,	 and	 verification
standards	 in	 their	 state	 licensing	 and	 identification	 cards.	 The	 act	 also
required	 each	 state	 to	 share	 all	 identification	 information	 and	 driving
records	with	all	other	states.27
The	response	was	vehement.	States	and	organizations	filed	lawsuits	on

many	 grounds;	 legislatures	 voted	 to	 have	 their	 states	 refuse	 to	 comply.
Libertarians	 and	 civil	 libertarians	 opposed	 Real	 ID.	 Some	 evangelical
Christian	groups	contended	that	Real	ID	would	be	“the	mark	of	the	beast”
that	would	usher	in	the	apocalypse.	As	the	politics	shifted,	the	deadlines
for	compliance	were	extended	and	a	prominent	opponent	of	the	plan	was
placed	 in	 charge	 of	 implementation.	 Because	 of	 the	 unexpectedly
negative	reaction,	in	2009	Congress	introduced	Pass	ID,	which	promised
to	 take	 into	account	 the	concerns	voiced	about	 the	previous	plan.	While
some	have	praised	the	proposed	changes,	others	see	it	as	little	more	than
a	rebranding.28
National	 ID	 cards	 haven’t	 fared	 well	 in	 other	 countries	 either.	 For



instance,	 the	 UK	 government	 passed	 an	 Identity	 Cards	Act	 in	 2006	 to
establish	a	national	ID	card	and	link	it	 to	a	database	called	the	National
Identity	 Register.	 But	 even	 though	 the	 United	 Kingdom,	 especially
England,	is	said	to	be	the	most	surveilled	state	in	the	world,	the	national
identity	 card	 was	 repealed	 in	 2010	 with	 the	 arrival	 of	 a	 new	 coalition
government	 (of	 Conservatives	 and	 Liberal	 Democrats).	 It’s	 interesting
that	 the	 coalition	 government	 could	 agree	 on	 this	 matter,	 most	 likely
because	 conservatives	 thought	 the	 ID	 card	 scheme	 cost	 too	 much	 and
liberals	thought	it	invited	too	much	abuse	of	civil	liberties.	It	remains	to
be	 seen	 what	 will	 be	 done	 with	 the	 data	 already	 stockpiled	 in	 the	 UK
National	Identity	Register.29

Is	Real	ID	the	Real	Issue?
“Red	herrings”	are	 salted	and	smoked	 fish	used	 to	distract	hunting	dogs	by	creating	a	 false
trail.	 Is	 the	 ID	 card	 controversy	 a	 “red	 herring”	 in	 surveillance	 debates?	After	 all,	 if	 our
attention	 is	 focused	 on	 something	 like	 the	 Real	 ID	 controversy	 while	 tracking	 capabilities,
data	 banks,	 data-mining	 technologies	 and	 other	 less	 visible	 transformations	 continue
unnoticed,	aren’t	we	missing	the	more	important	concern?	Consider	all	the	types	and	forms	of
surveillance	covered	in	this	book,	then	ask	yourself	if	an	ID	card	is	the	biggest	concern.

So	 national	 ID	 cards	 are	 having	 a	 hard	 time	 of	 it.	 This	 might	 seem
puzzling.	As	 we’ve	 seen	 with	 technologies	 like	 cell	 phones	 and	 credit
cards,	people	easily	embrace	new	surveillance.	And	we	already	live	with
a	massive	 surveillance,	 tracking,	 and	 analysis	 system	 that	 fuses	 public
and	private	data	and	allows	for	data	mining.	So	why	the	big	fuss	over	ID
cards?	 Critics	 of	 national	 ID	 cards	 make	 a	 number	 of	 important
arguments,	 a	 few	 of	 them	 quite	 relevant	 to	 our	 discussion	 here.30
Contrary	 to	 what	 you	 might	 think,	 many	 analysts	 believe	 a	 unified
national	 identification	 card	 compromises	 both	 our	personal	security
against	theft	and	abuse	and	our	national	security	against	something	like	a
terrorist	attack.
On	 the	 personal	 front,	 both	 the	 Real	 ID	 and	 the	 Pass	 ID	 programs

create	one-stop	shopping	for	 identity	 theft.	Many	security	experts	argue
that	 our	 personal	 data	 are	more	secure	 when	 they	 are	 distributed	 in
multiple	locations,	with	multiple	access	points	and	multiple	PINs;	if	we
put	all	our	eggs	in	the	same	basket,	one	slip	can	make	a	big	mess.	Under



the	 proposed	 programs,	 personal	 information	 like	 your	 name,	 address,
gender,	age,	Social	Security	number,	and	driving	record	would	be	housed
on	a	nationally	accessible	state	network	of	computers.	As	proposed,	 the
system	would	also	 include	digital	 facsimiles	of	critical	documents	 such
as	your	birth	certificate	or	passport	photo	page,	to	be	held	for	“at	least	as
long	 as	 the	 applicable	 driver’s	 license	 or	 identification	 card	 is	 valid.”
Surely	great	care	would	be	taken	to	protect	this	valuable	treasure	of	data
and	documents,	 but	 just	 as	 surely	 there	would	be	breaches.	And	 if	 data
breaches	worry	you,	please	don’t	read	this	box:
Oops!
Lack	of	adequate	data	safeguards	means	big	companies	and	government	agencies	are	more
likely	to	compromise	your	data	than	you	are.	The	cases	abound.	In	2004	hackers	broke	into
the	 database	 of	 CardSystems	 Solutions,	 gaining	 access	 to	 40	 million	 credit	 cards.	 Data
aggregator	Choice-Point	lost	163,000	records	to	criminals	in	the	same	year,	leading	to	at	least
800	documented	cases	of	identity	theft.	The	US	Department	of	Veterans	Affairs	had	personal
information	 from	 26.5	 million	 military	 veterans	 stolen	 in	 2006.	 And	 the	 Gap	 clothing
company	 had	 a	 laptop	 stolen	 containing	 personal	 information	 for	 800,000	 people—names,
Social	 Security	 numbers,	 the	 works.	 For	 even	 more	 scary	 instances	 like	 this,	 visit	 the
Chronology	 of	 Data	 Breaches	 maintained	 by	 the	 Privacy	 Rights	 Clearinghouse:
http://www.privacyrights.org/data-breach.
Shredding	 your	 bank	 statements	 won’t	 counteract	 lax	 protection	 by	 the	 agencies	 and

companies	that	gather,	stockpile,	and	trade	your	data.31

United	 States	 politics	 goes	 through	 regular	 cycles	 of	 concern	 about
border	 security,	 terrorist	 threats,	 immigration,	 and	 our	 interest	 in
controlling	access	to	the	nation.	National	ID	cards	are	a	key	part	of	that
control	 effort,	 frequently	 serving	as	 limited	duty	passports	 and	offering
the	promise	of	a	certain	check	on	the	identity	of	the	bearer.	National	ID
cards	might	 do	 a	 great	 job	 of	 thwarting	 check	 fraud,	 but	 they	 probably
wouldn’t	 be	 a	 big	 help,	 and	might	 even	 harm	 us,	 in	 the	 efforts	 against
terrorism.	This	 is	because	of	 the	dual	 function	of	 an	 identification	card
system:	it	keeps	people	out	(those	who	lack	cards),	but	it	also	lets	people
in	(those	who	have	cards).	And	as	we	well	know,	much	political	violence
is	 perpetrated	 by	 citizens,	 who	 would	 have	 the	 cards.	 Further,	 as	 late-
night	 comedians	 point	 out,	 suicide	 bombing	 isn’t	 a	 serial	 crime.	 The
perpetrators	are	almost	always	anonymous	surprises	who	are	unlikely	to
be	 recognized	 by	 an	 identification	 and	 tracking	 system.	As	 evidence	 of

http://www.privacyrights.org/data-breach


this,	 all	 the	 9/11	 attackers	 entered	 the	 country	 legally	 with	 the	 proper
visas,3 2	so	 a	 robust	 national	 ID	 scheme	wouldn’t	 have	 prevented	 those
attacks.	The	more	we	invest	in	a	flawed	solution	like	identification	cards,
the	more	we	miss	more	meaningful	opportunities	to	increase	our	security.
At	least	in	the	United	States,	our	federalist	system	of	government	and	a

strong	 sense	 of	 states’	 rights	 also	 present	 ideological	 and	 financial
obstacles	 to	 a	 national	 ID	 card.	 In	 many	 states	 there	 is	 ideological
suspicion	of	federal	 laws	that	might	alter	current	state	practices	or	cede
authority	to	 federal	 entities.	 Closely	 coupled	 with	 these	 concerns	 are
worries	 about	 the	 financial	 costs	 of	 such	 a	 system,	 especially	 if	 some
portion	 of	 those	 costs	 is	 passed	 on	 to	 states.	 Together,	 ideological	 and
financial	 obstacles	played	 an	 important	 role	 in	 scuttling	plans	 for	 a	US
national	 ID	 card	 system.	But	 don’t	 expect	 the	 holding	 pattern	 to	 go	 on
long.

Card	Tricks?	Data	Aggregators	and	Fusion	Centers
ChoicePoint	.	.	.	quietly	amasses	court	rulings,	tax	and	real	estate	transactions,	birth	and	death
notices.	Many	 of	 these	 resources	 have	 existed	 for	 centuries	 in	 file	 cabinets	 and	 courthouse
ledgers.	But	ChoicePoint	employs	an	army	of	data	collectors	to	harvest	those	facts.	.	.	.	Then
they	put	them	into	digital	files.	Files	that	used	to	exist	on	different	pieces	of	paper	in	different
buildings	 can	now	be	brought	 together.	Our	profiles	 start	 to	 take	 shape,	 and	 they	can	glide
around	the	world	on	networks.33

Companies	 like	 ChoicePoint,	 Experian,	 and	 Acxiom	 are	 data
aggregators	 that	draw	on	many	sources	 to	create	profiles	about	you	and
sell	 them	 to	 those	 who	 can	 pay.	 Aggregators	 are	 the	 little-known
overlords	of	the	surveillance	society.	Driving	records,	credit	scores,	retail
interests.	 Clothing	 sizes,	 medications,	 favorite	 cars,	 magazine
subscriptions.	 Job,	 race,	 income,	 address.	 It’s	 here,	 in	 the	 hands	 of	 the
data	 aggregators,	 that	 we	 see	 the	 merging	 of	 the	 seemingly	 discrete
worlds	 represented	 by	 the	 various	 cards	we	 carry.	 So	 if	 you	 figure	 that
your	 life	 is	 so	disorganized,	private,	 and	 fragmented	 that	no	biographer
would	 or	 could	 keep	 track	 of	 it,	 think	 again—your	 biography	 is	 being
written	as	you	read	these	pages.
Through	 data-mining	 techniques,	 data	 aggregators	 can	 uncover



information	about	us	as	easily	as	we	can	Google	a	new	movie.	We	have
different	 cards	 for	 the	 different	 aspects	 of	 our	 lives,	 but	 many	 of	 our
records	 end	 up	 providing	 data	 that	 are	 then	 organized	 at	 aggregation
centers,	 where	 our	 entire	 profile	 can	 be	 tapped	 through	 any	 node—a
phone	number,	a	street	address,	or,	of	course,	a	Social	Security	number.
There’s	 even	 a	 set	 of	 tricks	 known	 as	 “reidentification”	 for	 reattaching
seemingly	anonymous	data	to	the	individuals	in	question.	So,	ironically,
we	 get	 all	 the	 concentration	 of	 information	 and	 control	 manifest	 in	 a
national	data	system	without	the	convenience	of	pruning	a	quarter	of	an
inch	of	plastic	from	our	daily	load.
We	think	 of	 our	 credit	 cards,	 driver’s	 licenses,	 customer	 cards,	 and

other	 means	 of	 access	 and	 identification	 as	 separate	 tools	 for	 separate
needs.	We	might	take	comfort	in	the	unconnected	nature	of	these	realms,
having	faith	that	a	potential	employer	or	landlord	won’t	be	able	to	learn
about	the	birth	control	we	use	or	the	speeding	tickets	racked	up	during	a
run	of	bad	luck.	We	may	also	live	in	the	expectation	that	pharmaceutical
purchases,	 automotive	preferences,	 clothing	 tastes	and	 sizes,	 and	voting
habits	are	all	separate	and	largely	unknowable	owing	to	the	complexity	of
the	economy	and	the	sheer	volume	of	transactions.
But	it	 just	ain’t	so.	In	a	private-sector	surveillance	system	that	would

humble	 any	 of	 Big	 Brother’s	 fantasies,	 data	 aggregators	 accumulate
massive	amounts	of	 information	 from	businesses,	government	agencies,
and	 credit	 card	 companies.	 Profiles	 about	 us	 are	 then	 used	 to	 go	 way
beyond	 simple	 things	 like	 a	 credit	 score.	 They	 can	 issue	 all	 sorts	 of
reports	on	all	 types	of	people.	Potential	employers,	 landlords,	attorneys,
and	 bankers	 can	 get	 reports	 on	 your	 litigation	 history,	 criminal	 record,
motor	vehicle	record,	and	workers’	compensation	claims.3 4	Data-mining
techniques	allow	corporations	to	target	advertising,	develop	mailing	lists
for	 direct-mailing	 advertisers,	 generate	 contact	 lists	 for	 political
campaigns,	or	pull	just	about	any	other	analysis	out	of	their	massive	data
banks.
In	the	wake	of	September	11,	2001,	when	the	US	government	sought	to

rapidly	and	massively	expand	its	surveillance	programs,	these	firms	were



happy	 to	 cooperate	 (in	 the	 correct	 expectation	 that	 large	 and	 profitable
contracts	would	follow).	In	the	sort	of	easy	private-public	partnership	we
saw	 when	 looking	 at	 law	 enforcement’s	 access	 to	 cell	 phone	 tracking,
data	 aggregators’	 products	 readily	 circulate	 in	 national	 security,	 law
enforcement,	 and	 commercial	 surveillance	 networks.3 5	Even	 before	 the
2001	 attacks,	 InfraGard	 was	 established	 in	 1996	 as	 an	 information-
sharing	partnership	between	 the	FBI	and	 the	private	sector.	As	of	2010,
InfraGard	boasted	representatives	from	“350	of	our	nation’s	Fortune	500”
companies	and	shared	office	space	with	 the	Los	Angeles	Joint	Regional
Intelligence	Center,	a	fusion	center	that	gathers	data	from	seven	counties
in	Southern	California.36
Public-private	 partnerships	 have	 flourished	 since	 9/11,	 with	 fusion

centers	serving	as	the	government’s	version	of	data	aggregators.	In	2006
the	Department	of	Justice	released	“Fusion	Center	Guidelines”	stressing
the	 importance	 of	 integrating	 the	 private	 sector	 into	 the	intelligence-
gathering	process	 and	 giving	 multiple	 examples	 of	 the	 information	 or
technical	help	each	sector	could	provide.	Boeing,	for	example,	has	a	full-
time	company	intelligence	analyst	stationed	at	the	Seattle	Fusion	Center,
while	 Microsoft	 helped	 create	 software	 necessary	 to	 integrate	 the
information	 stored	 in	 the	Massachusetts	 database.	 One	 issue	 raised	 by
these	 arrangements	 is	 that	 corporate	 personnel	 might	 be	 able	 to	 tap
information	not	readily	available	to	the	general	public	(or	to	competitors
of	the	company	involved).	Along	these	lines,	Boeing	executive	Richard	E.
Hovel	 testified	 to	 a	 congressional	 committee	 that	 private-sector
employees	at	fusion	centers	should	be	granted	access	to	any	classified	or
unclassified	information	about	potential	threats	to	private	companies.37
We	 see	 here	 that	 traditional	 distinctions	 between	 government	 and

industry	are	rapidly	blurring.	When	the	government	needs	data	mining,	it
turns	 to	 the	 data	 aggregators;	when	 the	 FBI	 needs	 a	 new	 generation	 of
surveillance	technology,	it	calls	Lockheed	Martin;	when	a	school	adds	an
ID	 card	 system,	 it	 shops	 out	 the	 job	 to	 a	 competitive	 industry	 of
surveillance	 practitioners.	 When	 data	 aggregators	 want	 to	 know	 about
your	legal	history	and	marital	status,	they	go	to	the	courthouse.	And	when



credit-reporting	 companies	 make	 declarations	 about	 your	 life,	 they
implement	 rules	 and	 wield	 power	 as	 forcefully	 as	 any	 government
agency.	 But	 at	 a	 broader	 level,	 the	 fusion	 of	 public	 and	 private
institutions	is	even	more	profound.	For	we	are	witnessing	the	emergence
and	perfection	of	a	system	of	human	regulation	 that	uses	 identification,
visibility,	 and	 surveillance	 as	 its	 central	 strategies.	 In	 that	 process,	 all
significant	 institutions	 are	 implementing	 similar	models	of	 governance.
Colleges	 and	 universities,	 banks,	 data	 aggregators,	 grocers,	 state
governments,	 insurers,	 police	 departments,	 the	FBI,	 and	 so	 on—they’re
all	 committed	 to	 practices	 of	 management	 and	 control	 that	 rely	 on
gathering	and	acting	on	detailed	information	about	our	lives.

Conclusion
A	close	inspection	of	the	cards	in	your	wallet	or	purse—or	wrapped	in	a
rubber	band	 in	your	pocket—can	crack	open	a	whole	new	dimension	of
the	surveillance	society.	Cards	are	tokens	that	can	identify	you,	give	you
access	to	money	or	locations,	track	your	purchases	and	provide	discounts,
allow	you	 to	 cross	 certain	 borders,	 or	 let	 you	 receive	 health	care.	They
may	 be	 a	 necessary	 mechanism	 for	 people	 to	 deal	 with	 problems	 of
trusting	strangers—the	card	verifies	that	you	are	who	you	say	you	are	or
that	you’re	good	for	it,	whatever	“it”	is.
Cards	 also	 generate	 massive	 amounts	 of	 fine-grained	 information

about	you,	your	habits,	your	preferences,	and	your	 risks.	For	some,	 like
customer	loyalty	cards,	this	is	their	sole	purpose;	the	discounts	are	just	an
afterthought,	giving	you	an	 incentive	 to	comply.	When	data	aggregators
get	 hold	 of	 all	 this	 personal	 information,	 they	 can	 spin	 a	 dense	web	 of
surveillance	with	no	place	to	hide.	It’s	not	some	evil	Orwellian	plan—it’s
just	the	normal	operation	of	modern	bureaucracies	and	capitalist	systems.
Regardless,	 the	 resulting	 surveillant	 assemblage	 is	 not	 infallible	 or
unbiased.	A	 mistake	 on	 your	 credit	 report	 could	 haunt	 you	 for	 a	 long
time,	 and	 if	 you’re	 deemed	 especially	 risky,	 you	 can	 be	 discriminated
against	 even	 if	 you	didn’t	 do	 anything	wrong.	 If	 you	were	 born	 into	 or
somehow	found	yourself	in	serious	financial	distress,	the	possibilities	for



rebuilding	 or	 starting	 over	 are	 now	 very	 limited.	 These	 invisible
surveillance	 systems,	 in	 other	words,	 have	 their	 own	 non-neutral	 codes
and	values.	They	deal	good	hands	to	those	seen	as	valuable	and	stack	the
deck	against	those	considered	risky.
As	 we’ve	 said	 a	 couple	 of	 times,	 the	 surveillance	 technologies

discussed	 in	 this	 chapter	 seem	 poised	 for	 dramatic	 change	 in	 the	 very
near	future.	The	plastic	cards	will	probably	soon	seem	like	the	cords	and
rotary	 dials	 on	 old-fashioned	 telephones.	 We’re	 not	 sure	 what	 the
interface	will	be,	or	if	there	will	even	be	one—it	could	be	your	eyeball	or
fingerprint	that	gets	scanned.	But	one	thing	is	clear,	the	currently	sloppy
linkages	 between	 the	 identification	 of	 individuals	 and	 the	 knowledge
stored	about	them	will	be	tightened	as	technological,	administrative,	and
financial	 capacities	 and	 imperatives	 advance.	 The	 pieces	 are	 nearly	 in
place	for	the	mother	of	all	fusion	centers	to	unite	our	medical,	personal,
financial,	legal,	and	other	identities	into	one	seamless	searchable	system.
We	 don’t	 think	 this	 fusion	will	 spring	 from	 some	 grand	 declaration	 or
congressional	 act.	We	 think	 it	will	 come	out	 of	 the	 quieter	 cooperative
meshing	of	public-	and	private-sector	initiatives.



3:	Lives	Online

•	Facebook	users	outside	the	United	States	have	been	using	their	information	rights	to	see
what	Facebook	knows	about	them.	The	result:	over	1,200	pages	of	data	for	one	person,
including	old	chats,	pokes,	and	material	that	had	been	deleted	years	before.1

•	A	search-engine	user	wanted	to	know	more	about	her	town’s	supply	of	single	men	over
sixty.	She	hardly	expected	her	private	query	to	appear	in	the	newspaper.	Her	dating	prospects
weren’t	helped	when	the	newspaper	also	reported	on	her	search	for	how	to	deal	with	her
dog’s	tendency	to	pee	on	everything.2

•	The	online	dimension	of	our	lives	is	becoming	so	important	that	new	firms	are	popping	up
to	help	us	manage	and	enhance	online	reputations,	while	others	help	employers	and	lawyers
dig	up	any	dirt	we	may	have	left	in	the	worlds	of	Facebook,	Twitter,	or	anything	Google	can
find.3

The	 Internet	 facilitates	 communication,	 fosters	 creative	 expression,
and	opens	quick	and	convenient	access	to	troves	of	information.	With	our
computers	and	mobile	devices,	we	can	just	look	up	whatever	it	is	we	need
to	 know:	 a	 good	 restaurant,	 directions	 to	 the	 department	 of	 motor
vehicles,	 the	 number	 for	 the	 nearest	 animal	 shelter,	 the	 current	 world
population,	whatever.	Internet	applications	can	also	predict	our	interests
in	a	 rather	eerie	way.	They	do	 this	by	constantly	monitoring	our	online
behavior	and	profiling	us	so	they	can	tell	us	what	they	think	we	want	to
know	 (or	 what	 advertisers	 want	 us	 to	 know).	 For	 instance,	 Google
algorithms	 can	 track	 everything	 you	 search	 for,	 your	 location,	 your
demographic	information,	and	much	more	to	give	you	the	search	results
it	thinks	you	want.	Similar	profiling	happens	with	Facebook,	where	every
time	you	“check	 in”	 to	a	physical	place	or	“like”	some	news	story,	you
give	companies	data	they	can	use	to	construct	a	profile	and	pitch	products
to	you.
On	 the	 one	 hand,	 that’s	 pretty	 cool,	 right?	 It’s	 nice	 to	 have	 some

software	 algorithm	 anticipate	 what	 we	 want.	 On	 the	 other	 hand,	 the
constant	 effort	 to	 anticipate	 and	 understand	 is	 an	 intensive	 kind	 of
surveillance	about	things	that	can	be	highly	personal.	Do	we	really	want
strangers	 to	 know	 what	 we	 search	 for,	 what	 we	 post	 to	 our	 Facebook
pages,	what	we	say	 in	an	e-mail,	 and	where	we	go	on	 the	weekend?	As



we’ll	discuss	in	this	chapter,	part	of	the	problem	with	online	surveillance
is	that	there’s	lots	of	contextual	spillover,	which	means	that	information
people	 think	 is	 private,	 limited	 to	 a	 specific	 purpose,	 or	 intended	 for	 a
select	few	really	isn’t.
Companies	 like	Google	and	Facebook	engage	 in	 surveillance	because

it’s	 profitable.	 They	 don’t	want	 our	 data,	 pictures,	 preferences,	 friends,
contacts,	and	personal	history	just	because	they’re	nosy—the	information
is	 used	 to	 design	 marketing	 campaigns	 and	 other	 products	 that	 are
earning	billions	and	billions	of	dollars.	And	the	amazing	thing	is	that	we
volunteer	all	this	valuable	information	free	of	charge.	Technically,	we	do
agree	to	these	practices	by	using	these	applications,	but	it	would	be	hard
to	 call	 it	 “informed	 consent”	when	most	 people	 are	 unaware	 of	what’s
going	on	behind	the	scenes.	So	let’s	take	a	look.
Facebook	Surveillance?	But	We’re	Just	Friends!
We	use	a	simple	and	widely	shared	definition	of	surveillance	as	monitoring	people	in	order	to
regulate	or	govern	 their	behavior .	 Earlier	we	 saw	 that	surveillance	comes	 from	 the	 French
words	for	“watch”	and	“above,”	so	it’s	similar	 to	more	commonly	used	terms	like	supervise
and	oversight.	 Each	 of	 these	 combines	 the	 idea	 of	vision	with	 the	power	that	 distinguishes
surveillance	 from	 just	 taking	 a	 look	 around.	 Surveillance	 involves	 power.	 So	 how	 is
Facebook	surveillance?	Where’s	the	power?
First	off,	as	you’ll	soon	see,	Facebook	is	not	 just	you	and	your	friends.	It’s	you	and	your

friends,	 and	 future	 employers,	 and	 corporate	 advertisers,	 and	 law-enforcement	 officers,	 and
even	 firms	hired	 to	dig	up	 cyberdirt—there’s	 a	whole	 lot	 of	power	going	on.	You	may	not
notice	it	right	now,	but	it’s	there,	and	it	may	turn	up	in	surprising	ways	at	any	point	in	your
life.
Second,	 there	 are	 power	 dynamics	 at	 work	 even	 when	 it	 is	 just	 you	 and	 your	 friends.

Friends	watch	 friends,	 in	part,	 to	 enact	 informal	versions	of	 regulation	 and	governance.	On
Facebook,	you	decide	who	is	included	as	a	friend	and	who	isn’t,	who	is	on	your	special	list	of
“close	 friends”	and	who	 is	 relegated	 to	 the	“acquaintance”	or	“restricted”	 lists,	whose	posts
you	like	and	whose	you	ignore,	which	photos	you	comment	on	and	which	you	untag	yourself
from,	whom	 you	 stalk	 and	whom	 you	 block,	 and	whom	 you	 report	 for	 posting	 potentially
suicidal	content.	All	of	this	involves	the	regulation	of	relationships	and	groups,	and—as	we’re
sure	you	know—this	means	power.4

Social	Networking
How	many	friends	do	you	have?	If	we’re	talking	about	everyone	who	may
be	 tracking	 your	 posts	 on	 social	 networking	 sites	 such	 as	 Facebook	 or
Twitter,	 the	 group	may	 be	much	 larger	 and	more	 inclusive	 than	 you’d



imagine.	Just	like	using	cell	phones,	being	plugged	in	to	online	networks
can	 be	 fun,	 addictive,	 convenient,	 mundane,	 and	 sometimes	 downright
scary.	 Take	 Facebook.	 Now	 more	 than	 800	mil l ion	users	 share
photographs,	 political	 viewpoints,	 personal	 achievements,	 and
devastating	crises	with	vast	webs	of	“friends,”	many	of	whom	they	may
never	have	met	in	person.	In	addition,	Facebook	“news	feeds”	and	other
features	have	become	a	way—and	for	some	people	the	primary	way—of
communicating	with	others:	letting	people	know	what	you	“like,”	where
you’ll	be	and	when,	what	your	new	phone	number	is,	and	what	you	think
about	 your	 friends’	 many	 posts.	 In	 short,	 Facebook	 has	 become	 a
compelling	 new	 medium	 for	 crafting	 identities	 and	 becoming	 part	 of
communities.	 People	 perform	 in	 this	 online	 medium	 in	 ways	 that	 are
deeply	symbolic	too,	like	when	couples	pause	during	wedding	ceremonies
to	change	their	relationship	status	from	single	to	married.5
There’s	also	a	great	deal	of	surveillance	going	on—in	some	ways	that’s

the	whole	 point.	 People	 use	 social	 networking	 sites	 to	 see	 and	 be	 seen.
Rather	 than	 being	 a	 prisonlike	 panopticon	where	 trapped	 people	 follow
the	rules	because	they’re	afraid	someone	is	watching,	with	Facebook	and
similar	sites	people	are	probably	more	afraid	that	no	one	is	watching,	that
no	one	cares	what	they’re	up	to.	So,	many	users	discipline	themselves	in
a	 different	way	 by	 divulging	 as	much	 as	 possible	 about	 their	 lives	 and
thoughts.	 In	 this	 medium,	 being	 connected	 means	 actively—and
sometimes	 obsessively—participating,	 even	 if	 the	 content	 is	 shallow	or
trite.
As	 you	 might	 imagine,	 all	 this	 action	 leaves	 quite	 a	 history.	 For

example,	using	the	relatively	strong	European	laws	about	people’s	rights
to	 their	 own	 data,	 Max	 Schrems,	 a	 twenty-four-year-old	 Austrian	 law
student,	asked	Facebook	for	what	they	had	on	him:
Max	received	a	CD	containing	about	1,222	pages	(PDF	files),	including	chats	he	had	deleted
more	 than	 a	 year	 ago,	 “pokes”	 dating	 back	 to	 2008,	 invitations,	 and	 hundreds	 of	 other
details.	 .	 .	 .	 [These	details	 included]	 the	exact	 times	Max	logged	in	and	wrote	messages,	 the
times	 of	 day	 [of]	messages	 he	 sent	 or	 received,	Max’s	 friend	 network,	 the	 locations	 of	 the
pictures	he	took	in	Vienna,	and	the	most	popular	tags	of	Max’s	messages.6

It	 wouldn’t	 be	 news	 to	most	 Facebook	 users	 that	 there	 are	 potential



downsides	 to	 these	 relationships	 of	 surveillance.	Broadcasting	 so	much
about	 our	 lives	makes	 it	much	 harder	 to	 keep	 secrets.	Day-to-day,	 this
might	mean	it’s	hard	to	prevent	parents,	former	boyfriends	or	girlfriends,
or	needy	acquaintances	from	knowing	whom	we’re	with	and	where	we	go.
Occasionally	“friends”	can	turn	out	to	be	stalkers	or	identity	thieves—not
the	 sort	 of	 people	who	 should	 have	 access	 to	 our	 personal	 information.
Another	potential	downside	is	our	loss	of	control	over	posted	data.	Most
of	us	know,	at	least	vaguely,	that	our	online	personas	could	come	back	to
haunt	us:	 that	 insulting	thing	you	said	about	a	classmate	might	not	look
so	good	when	you’re	on	a	job	interview	(“I’m	a	team	player”)	or	running
for	public	office	someday	(“We	must	return	to	civility”).	Beer	pong	pics
that	are	loads	of	fun	when	you’re	twenty-one	won’t	be	such	a	hoot	when
you’re	 twenty-eight	 and	 applying	 for	 a	 position	with	 a	 top	 law	 firm	 or
defense	contractor.
But	most	of	us	accept	these	downsides	and	provide	all	this	information

with	little	thought.	One	of	the	most	surprising	things	about	our	emergent
surveillance	 society	 is	 how	 we	 willingly	 flock	 to	 new	 forms	 of
surveillance.	 A	 conventional	 expectation	 might	 be	 that	 the	 freedom-
loving	 people	 of	 Western	 democracies	 would	 recoil	 at	 the	 totalitarian
implications	 of	 corporate	 Big	 Brotherism.	 But	 no.	 Even	 though	 cell
phones,	 Facebook,	 and	 Google	 are	 all	 highly	 advanced	 systems	 of
surveillance,	 most	 of	 us	 eagerly	 throw	 ourselves	 into	 their	 arms.	 This
raises	all	sorts	of	really	interesting	(and	tough!)	questions:
•	Are	people	simply	unaware	of	what	they’re	signing	up	for?
•	Are	people	fully	informed,	but	making	a	quick	trade-off	for	the	convenience?
•	Are	we	somewhat	aware	but	willingly	embracing	these	new	technologies	because	they	are
present	and	seem	necessary	for	modern	life?
•	Is	it	still	surveillance	when	we	volunteer?	(Hint:	yes.)

And	keep	an	eye	on	how	many	times	we	let	slip	the	word	willing.	To	what
extent	 are	 we	 truly	 willing	 participants	 when	 a	 nearly	 universal
architecture	 of	 communication	 (cell	 phones,	 e-mail,	 Facebook,	 etc.)
dominates	 our	 social	 world	 and	 becomes	 necessary	 for	 keeping	 a	 job,
attending	school,	or	having	a	life?	Can	you	really	opt	out?	Can	you	really
even	imagine	opting	out?



Privacy	Ain’t	What	It	Used	to	Be
It	would	be	complicated	enough	if	your	surveillance	exposure	with	social
networking	 sites	 were	 limited	 to	 your	 small	 community	 of	 chosen
friends,	 but	 many	 prying	 eyes	 are	 keenly	 interested	 in	 the	 data	 you
produce	 with	 comments	 and	 posts.	 Facebook	 may	 have	 become	 a
successful	platform	because	it	cultivates	active	engagement	by	users,	but
it’s	become	an	insanely	profitable	company	by	selling	user	data	to	third
parties	 and	 allowing	 marketers	 to	 target	 individuals	 with	 specially
tailored	 advertisements.	 The	 company	 is	 not	 above	 instilling	 guilt	 in
users,	 too:	 if	you	 try	 to	delete	your	account,	you’ll	 see	pictures	of	your
friends	 and	 be	 told	 how	much	 they’ll	miss	 you	when	 you’re	 gone.	 The
choice,	as	one	commentator	put	it,	is	to	“participate	or	fade	into	a	lonely
obscurity.”7
Obviously,	many	 people	 find	 the	 “choice”	 to	 reveal	 tons	 of	 personal

data	to	unknown	third-party	companies	or	government	agencies	worth	it
for	the	privilege	of	using	Facebook.	As	company	founder	and	CEO	Mark
Zuckerberg	says,	“What	people	want	isn’t	complete	privacy.	.	.	.	[Instead]
they	want	 control	 over	what	 they	 share	 and	what	 they	don’t.”	And	“the
mission	of	the	company	is	to	make	the	world	more	open	and	connected.”8
Of	 course,	 Zuckerberg	 has	 also	 referred	 to	 Facebook	 users	 as	 “dumb
fucks”	 for	willingly	 giving	 his	 company	 all	 their	 personal	 data,9	 so	we
should	 be	 a	 bit	 skeptical	 about	 his	 utopian	 rhetoric	 of	 openness	 and
connectedness.	 For	 thinking	 about	 surveillance,	 however,	 it’s	 vital	 to
understand	 that	 exposure	 to	 surveillance	 has	 been	 carefully	 and
intentionally	designed	into	the	Facebook	platform.
The	 gradual	 disintegration	 of	 Facebook’s	 privacy	 protections	 reveals

the	adaptability	of	its	“take	it	or	leave	it”	platform	design.	For	instance,
in	2005	Facebook’s	privacy	policy	was	fairly	straightforward	and	robust:
No	personal	information	that	you	submit	to	Thefacebook	[which	is	what	Facebook	used	to	be
called]	will	be	available	to	any	user	of	the	Web	Site	who	does	not	belong	to	at	least	one	of	the
groups	specified	by	you	in	your	privacy	settings.10

By	2009	the	privacy	policy	read	more	like	a	lack-of-privacy	policy:



Certain	categories	of	information	such	as	your	name,	profile	photo,	list	of	friends	and	pages
you	 are	 a	 fan	 of,	 gender,	 geographic	 region,	 and	 networks	 you	 belong	 to	 are	 considered
publicly	available	 to	everyone,	 including	Facebook-enhanced	applications,	and	 therefore	do
not	 have	 privacy	 settings.	 You	 can,	 however,	 limit	 the	 ability	 of	 others	 to	 find	 this
information	through	search	using	your	search	privacy	settings.11

The	 deterioration	 of	 Facebook’s	 privacy	 protections	 betrays	 that	 this
medium	isn’t	simply	adapting	to	new	conceptions	of	privacy	as	embodied
by	younger	 people—it	 is	 actively	shaping	those	conceptions	and	 slowly
pushing	users	 toward	acceptance	of	 further	 exposure	 and	 less	 control.12
The	default	is	for	users	to	be	opted	in	to	all	kinds	of	data	sharing	and	to
make	it	difficult	for	 them	to	alter	 their	settings	or	even	to	keep	up	with
the	 constantly	 changing	 options.	 Indeed,	 23	 percent	 of	 Facebook	 users
either	don’t	know	about	privacy	controls	or	don’t	use	them.13	You	don’t
have	to	be	a	conspiracy	theorist	to	see	this	as	intentional.	The	design	of
the	 system	 encourages	 users	 to	 just	 have	 fun	 sharing	 and	 to	 not	 worry
about	how	others	are	using	the	data.

The	Writing’s	on	the	Wall
Facebook	and	other	social	networking	sites	intentionally	bring	about	two
kinds	of	surveillance:	peer	surveillance	of	“friends”	watching	“friends,”
and	marketing	 surveillance	of	 companies	 learning	what	 you—or	people
like	 you—want.	Marketers	 can	 then	 tap	 into	 Facebook	 networks	 to	 hit
you	with	targeted	peer-pressure	campaigns	telling	you	what	your	friends
like	 and	 encouraging	 you	 to	 buy	 those	 things	 too.	 This	 extends	 way
beyond	the	Facebook	site,	of	course.	Users	can	now	click	that	they	“like”
almost	anything	on	the	web	(pizza,	movies,	news	stories,	books),	and	all
those	 opinions	 are	 collected	 and	 stored	 and	 tied	 to	 your	 profile.	 These
expressions	of	identity	are	also	broadcast	to	your	news	feed	for	all	your
friends	to	see	in	real	time.	The	same	function	now	exists	for	most	social
networking	applications.	It	is	also	accessible	through	mobile	devices,	so
you	can	amass	tons	of	data	points	and	expose	yourself	to	monitoring	from
almost	anywhere.
So	 if	 younger	 people	 care	 more	 about	 control	 than	 privacy,	 as

Facebook’s	Mark	Zuckerberg	claims,	how	much	control	do	you	think	you



have	over	your	data?	What	you	broadcast	to	the	world	has	the	potential	to
be	“out	there”	forever.	Even	if	you	take	the	radical	step	of	deleting	your
Facebook	 account,	 you	 can’t	 erase	 information	 you	 shared	with	 others.
You	may	also	not	be	able	to	purge	data	that	have	already	been	distributed
to	 third-party	 websites	 or	 applications.	And	 on	 occasion	 Facebook	 has
both	 intentionally	 and	 unintentionally	 made	 its	 users’	 personal
information	available	to	all	search	engines—and	therefore	to	everyone—
on	 the	 web,	 so	 there	 may	 be	 a	 lot	 of	 your	 material	 out	 “in	 the	 wild.”
Moreover,	the	Facebook	privacy	policy	states	that	even	if	you	delete	your
account	(a	step	beyond	merely	deactivating	it),	the	company	“may	retain
certain	information,”	but	the	policy	doesn’t	say	what	that	information	is,
how	 long	 they’ll	 retain	 it,	or	who	gets	 to	use	 it.1 4	So	much	 for	 control.
But	wait,	there’s	more.
In	 2007	 a	 couple	 of	 students	 at	 MIT	 were	 able	 to	 concoct	 a	 basic

algorithm	 for	 figuring	 out	 which	 Facebook	 users	 were	 homosexual.15
They	 named	 it	 Gaydar.	 Even	 if	 people	 had	 not	 indicated	 it	 in	 their
profiles,	 it	 was	 relatively	 easy	 to	 accurately	 predict	 someone’s	 sexual
orientation	just	by	counting	how	many	gay	friends	that	person	had.	A	few
statistical	 operations	 later,	 and	 voilà,	 people	 could	 be	 “outed”	 without
even	knowing	it.	This	basic	function	extends	beyond	discovering	who	is
or	 isn’t	gay,	 though.	By	adding	information	from	a	person’s	profile	and
looking	at	someone’s	friends,	 researchers	could	also	predict	a	Facebook
user’s	religion,	age,	and	political	affiliation.	So,	even	if	we	think	we’re	in
control	 and	 are	 careful	 about	 not	 disclosing	 sensitive	 information,	 our
associations	could	foil	our	efforts	to	manage	the	identity	we	project	to	the
world.
It’s	Easier	than	You’d	Think
Even	companies	that	care	about	protecting	users’	privacy	can	have	a	difficult	time	doing	so.
The	 popular	 DVD-delivery	 and	 movie-streaming	 company	 Netflix,	 for	 instance,	 had	 the
brilliant	 idea	 of	 creating	 a	 contest	where	 computer	scientists	or	 others	 could	win	$1	million
for	 improving	 the	 company’s	 movie	 recommendation	 system.1 6	For	 this	 contest,	 Netflix
designed	 a	 special	 database	 that	 was	 stripped	 of	 all	 personal	 identifiers	 (through	 “de-
identification”)	 and	made	 that	 database	 available	 to	 contestants.	 It	 didn’t	 take	 long	 for	 two
researchers	at	the	University	of	Texas	to	reidentify	the	anonymous	data	by	comparing	movie
ratings	in	Netflix’s	database	with	movie	ratings	on	the	Internet	Movie	Database	(IMDb.com).

http://IMDb.com


They	 then	 were	 able	 to	 name	 customers,	 know	 what	 they	 watched,	 and	 know	 what	 their
ratings	were.	Because	this	violated	the	company’s	privacy	policy,	Netflix	was	investigated	by
the	Federal	Trade	Commission	and	sued.	The	contest	was	discontinued.

You’re	 probably	 more	 than	 aware	 that	 parents,	 campus	 security
officers,	and	employers	can	scour	social	networking	sites	and	crack	down
on	things	 they	don’t	 like.	 In	2010	Ashley	Johnson	was	waiting	 tables	at
Brixx	Wood	Fired	Pizza	in	Charlotte,	North	Carolina,	when	she	found	out
the	hard	way	that	she	shouldn’t	complain	about	customers	on	Facebook.
Even	though	her	privacy	settings	were	limited	to	friends	who	didn’t	work
at	 the	 pizza	 place,	 she	was	 fired	 for	 venting	 about	 two	 customers	who
kept	her	an	hour	after	her	shift	and	didn’t	tip	well.17	She	has	no	idea	how
the	company	found	out.
Did	 you	 know	 that	 insurance	 companies	 are	 watching	 people	 on

Facebook	 too?	 In	one	 remarkable	 case,	 a	Canadian	woman	who	was	on
long-term	 disability	 because	 of	 clinical	 depression	 lost	 her	 sick-leave
benefits	when	an	insurance	agent	found	pictures	that	seemed	to	show	her
having	 a	 good	 time.	 Her	 insurance	 company	 told	 her	 the	 Facebook
pictures	 were	 “evidence	 that	 she	 is	 no	 longer	 depressed.”1 8	What’s
somewhat	crazy	about	this	is	that	a	clinical	diagnosis	made	by	a	licensed
physician	is	trumped	by	an	insurance	agent	who	equates	smiling	with	the
absence	 of	 depression.	The	message	 is	 that	 Facebook	 evidence	 can	 and
will	be	used	against	you.	Read	on	to	see	how	sharing	something	with	your
friends	can	have	major	legal	consequences.
Maxi	 Sopo	 committed	 bank	 fraud	 in	 Seattle,	 then	 fled	 to	 Mexico.

There	he	made	a	grave	mistake	when	he	posted	(to	“friends”	only)	that	he
was	 having	 a	 good	 time	 across	 the	 border.	His	 settings	may	 have	 been
private,	but	his	 friends’	settings	were	not,	 so	agents	were	able	 to	 locate
Sopo	and	have	Mexican	authorities	nab	him	for	extradition	to	the	United
States.1 9	FBI	 agents	 are	 also	 busy	 creating	 false	 online	 profiles	 to
communicate	with	suspects,	view	all	their	postings	and	photographs,	and
try	 to	 lure	 them	 into	 admitting	 wrongdoing.2 0	Sometimes	 agents	even
impersonate	a	suspect’s	friend	or	family	member.	This	would	be	 illegal
in	 the	physical	world	but,	as	you	know,	 just	about	anything	goes	on	 the



Internet.
We	 expect	 to	 see	 a	 lot	 more	 dredging	 up	 of	 online	 behavior,	 since

many	 legal	 systems	 allow	 parties	 involved	 in	 a	 lawsuit	 to	 subpoena
records	 they	 think	 pertain	 to	 the	 case,	 even	 those	 held	 by	 a	 third	 party
such	as	Facebook.	This	can	sometimes	be	a	mortifying	surprise	to	people.
For	 instance,	when	 an	 electrical	 fire	 at	Wal-Mart	 severely	 burned	Disa
Powell’s	 husband	 and	 brother	 and	 they	 chose	 to	 sue,	 the	 company
subpoenaed	her	Facebook	and	MySpace	accounts	for	all	data	going	back
two	and	a	half	years.	There	were	pictures	of	Powell’s	newborn	baby	lying
in	 a	 hospital	 bed	 after	 heart	 surgery	 (“The	 hardest	 day	 of	Mommy	 and
Daddy’s	 life”)	 and	messages	detailing	problems	with	her	 pregnancy	 (“I
got	a	bladder	infection,	which	has	moved	to	my	kidneys”).21
Understandably,	 Disa	 Powell	 was	 embarrassed	 and	 angry	 that	 her

private	 information	 was	 revealed.	 According	 to	 the	 attorney	 for	 her
husband	 and	 brother,	 that’s	 precisely	 the	 point:	 more	 and	 more,
corporations	 and	 others	 are	 employing	 subpoenas	 to	 “discover
information	that	would	be	embarrassing	.	 .	 .	even	if	it	has	nothing	to	do
with	the	claim.”22	When	information	is	posted	on	social	networking	sites,
those	 sites	 own	 it.	 Thus	 these	 companies	 willingly	 comply	 with	 legal
requests	in	order	to	protect	themselves,	not	their	users.
The	examples	reviewed	so	far	show	that	in	addition	to	surveillance	by

peers	and	by	advertisers,	social	networking	opens	people	up	to	all	kinds
of	 unwanted	 scrutiny.	 We	 can	 think	 of	 these	 alternative	 forms	 of
monitoring	 as	 instances	 of	 “function	 creep”—what	 happens	 when
technological	 systems	 expand	 beyond	 their	 original	 purposes.	 The
creators	 of	 Facebook	 probably	 didn’t	 plan	 on	 designing	 platforms	 that
would	encourage	parents	to	spy	on	their	children,	employers	to	fire	their
employees,	 FBI	 agents	 to	 track	 suspects,	 insurance	 companies	 to	 deny
medical	benefits,	gay	people	to	be	involuntarily	outed,	or	corporations	to
humiliate	 the	 families	 of	 litigants.	 That	 the	 systems	 are	 being	 used	 for
these	 purposes	 means	 that	 we	 have	 to	 include	 both	 intended	and
unintended	outcomes	in	our	analysis.	Technologies	are	dynamic	entities,
which	 is	 one	 reason	 they	 can	 be	 so	 exciting.	 But	 the	 dynamics	 of



unintended	consequences	mean	that	by	participating	in	social	networking,
we	are	much	more	transparent	to	others	and	have	much	less	control	over
our	information	than	we	would	like	to	believe.
Library	of	Tweets?
In	2010	the	US	Library	of	Congress	announced,	through	a	text	message	“tweet,”	that	it	would
be	 archiving	a ll	Twitter	 messages,	 from	 2006	 into	 the	 future.	 Every	 short	 burst	 of	 text,
whether	 by	 President	 Obama	 or	 the	 kid	 down	 the	 street,	 will	 now	 be	 stored	 indefinitely,
available	for	everyone	to	scrutinize.	On	the	library’s	official	blog,	Matt	Raymond	reflected	on
this	decision:	“It	boggles	my	mind	 to	 think	what	we	might	be	able	 to	 learn	about	ourselves
and	the	world	around	us	from	this	wealth	of	data.	.	.	.	And	I’m	certain	we’ll	learn	things	that
none	of	us	now	can	even	possibly	conceive.”23

Foursquare	Dance
Some	of	the	breakthrough	applications	in	social	networking	operate	at	the
intersection	of	virtual	and	physical	worlds.	For	instance,	“Foursquare,”	a
widely	 popular	 application,	 allows	 people	 to	 use	 their	 smartphones	 to
“check	 in”	 at	 physical	 locations.	 When	 you	 indicate	 where	 you	 are	 in
physical	 space,	 such	as	a	bar	or	 a	 club,	your	 friends	can	come	and	 join
you	 without	 asking	 the	 cell	 phone	 cliché	 “Where	 are	 you	 now?”	 One
possible	 unanticipated	 consequence	 of	 checking	 in	 everywhere	 is	 that
you’re	telling	people	when	you’re	not	home,	so	someone	might	rob	your
house	or	apartment	without	any	awkward	interruptions.
Foursquare	and	similar	applications	pitch	themselves	in	two	ways:	by

playing	 on	 people’s	 fears	 of	 being	 alone	 and	 by	 providing	 various
symbolic	 and	 monetary	 incentives	 for	 people	 to	 share	 their	 locations.
Some	 of	 the	 popular	 stories	 about	 Foursquare	 start	 out	 with	 stressful
examples	of	people	arriving	at	bars	or	clubs	and	not	seeing	anyone	they
know.	The	user	 then	checks	 in	 to	 the	 location	using	Foursquare	and—at
least	 in	 principle—is	 soon	 met	 by	 friends	 who	 also	 use	 Foursquare.
Symbolic	 and	monetary	 incentives	 come	 in	 the	 form	 of	 virtual	 badges,
being	declared	“mayor”	or	“boss”	of	an	establishment,	 finding	a	virtual
coaster	that	entitles	you	to	a	free	drink,	getting	coupons	for	products,	or
collecting	 points	 in	 customer	 loyalty	 schemes.	 Evidently	 these	 sales
techniques	are	working,	since	Foursquare	has	more	than	10	million	users



who	are	checking	in	about	3	million	times	a	day.24
But	 there’s	 a	 catch,	 and—you	 saw	 this	 coming—it	 involves

surveillance.	 According	 to	 Dennis	 Crowley,	 one	 of	 the	 creators	 of
Foursquare,	“Each	time	you	check	 in,	you’re	giving	permission	 to	share
your	 location	 and	 get	 pinged	 with	 information	 about	 interesting	 things
nearby.”2 5	Thus,	 instead	 of	 home	 burglary,	 a	 more	 commonplace
outcome	is	that	users	of	Foursquare	and	similar	applications—like	Loopt
Star,	 Pulse,	 or	 Facebook	 Places—are	 generating	 a	 wealth	 of	 data	 for
advertisers	 and	 others.	Companies	 can	 take	 advantage	 of	 knowing	 your
location	 and	 shopping	 habits	 to	 advertise	 to	 you	 in	 multiple	 ways.
PepsiCo,	for	instance,	has	created	a	Foursquare-based	loyalty	program	to
send	live	notifications	to	people	when	they’re	close	to	stores	selling	Pepsi
products.	Since	that	sounds	a	bit	too	much	like	spam,	they’ve	made	it	into
a	 game,	 Pepsi	 Loot,	 that	 allows	 subscribers	 to	 collect	 points	 toward
“free”	music	 downloads.2 6	Starbucks,	Macy’s,	 Tasti	 D-Lite,	 and	 others
have	joined	in	with	coupons	and	other	incentives	too.
Once	companies	motivate	users	to	enter	stores,	 their	next	objective	is

to	advertise	to	customers	while	they’re	there	and	get	them	to	buy	(more)
stuff.	 Location-based	 applications	 in	 development	 will	 register	 you,
through	your	phone,	as	soon	as	you	enter	a	store	and	ostensibly	give	you
access	 to	 information	 to	 help	 you	 shop.	 “Where’s	 the	 flour?”	 “Do	 you
have	these	jeans	in	my	size?”	By	signing	up	for	services	like	one	called
Presence,27	shoppers	can	also	be	sent	real-time	coupons	while	they’re	in	a
store	and	can	get	reminders	like	“Do	you	want	to	purchase	sprinkles	and
frosting	 with	 that	 cake	 mix?”	 While	 this	 may	 be	 convenient	 for
customers,	 it’s	 also	 a	 marketer’s	 dream.	 These	 applications	 tell
companies	who’s	checking	in	to	their	locations,	how	often,	at	what	times,
what	 they	 buy,	 whether	 they’re	men	 or	 women,	 their	 ages,	 where	 they
live,	 and	 more.	 It’s	 not	 just	 vague	 categories	 of	 potential	 customer
profiles	either—this	information	is	fine-grained	and	individualized.
As	with	Facebook,	 the	 issue	 is	not	 just	 taking	advantage	of	 loosening

concerns	 about	 privacy	 to	 introduce	 profitable	 and	 convenient	 services.
Instead,	 it’s	 coaching	 people	 to	 be	 less	 concerned	 about	 disclosing



personal	information.	According	to	a	recent	survey,	for	instance,	roughly
“two-thirds	 of	 Americans	 object	 to	 online	 tracking	 by	 advertisers.”28
Moreover,	contrary	to	anecdotes	suggesting	that	younger	people	are	more
complacent	 about	 disclosing	 information	 and	 being	 tracked,	 the	 survey
found	 that	 “55	percent	 of	 respondents	 from	 [ages]	 18	 to	 24	objected	 to
tailored	 advertising.”2 9	Given	 existing	 concerns	 that	 people,	 young	 and
old,	 have	 about	 invasive	marketing	 and	 unwanted	 attention,	 systems	 of
incentives	 and	 rewards	 are	 designed	 to	 coax	 them	 to	acquiesce	to	 full
transparency	and	surveillance.	According	 to	Sam	Altman,	Loopt’s	chief
executive,	the	plan	to	lower	reservations	is	working:	“People	are	getting
more	comfortable	so	fast	[because]	they	see	the	upside	is	huge—run-ins
with	friends	and	cool	specials.”30
Also,	 the	 likelihood	 of	 unplanned	 surveillance	 has	 increased.

Sometimes,	 as	with	 Facebook	Places,	 friends	 can	 check	 us	 in	 to	 places
without	our	permission.	So	even	if	we’re	careful	about	what	information
we	divulge,	we	don’t	have	much	control.	But	these	locational	surveillance
applications	aren’t	 just	about	“run-ins	with	friends”	who	are	monitoring
our	 movements	 or	 “cool	 specials”	 from	 companies	 that	 are	 collecting
data	about	us.	When	we	broadcast	our	locations,	movements,	purchases,
and	searches	to	the	various	players	on	the	Internet,	 this	 information	can
be	 tapped	 by	 law	 enforcement,	 insurance	 companies,	 repressive
governments,	 homophobic	 employers,	 suspicious	 spouses,	 identity
thieves,	and	others.	We	don’t	mean	to	sound	alarmist;	it’s	just	a	fact:	the
more	information	we	give	up,	the	more	likely	it	is	that	someone	will	use
the	 information	 in	ways	we	 don’t	 condone.	 This	 is	 how	 function	 creep
works.	 It’s	 also	 important	 to	 underscore	 that	 the	 systems	 don’t	 have	 to
operate	this	way.	One	could	have	a	social	networking	site	built	on	strong
principles	of	privacy,	 like	 the	open-source	Appleseed	Project,3 1	and	one
could	have	apps	that	connect	you	to	friends	without	sending	your	data	to
advertisers.

Google
The	perfect	search	engine	would	be	like	the	mind	of	God.



—Google	cofounder	SERGEY	BRIN32

O	lord,	you	have	searched	me	and	you	know	me.	You	.	.	.	are	familiar	with	all	my	ways.
—Psalm	139

People	 use	 search	 engines	 to	 look	 up	 all	 sorts	 of	 embarrassing	 or
sensitive	 topics—like	weird	 rashes	 in	unusual	places,	 pregnancy	 scares,
porn,	or	how	to	fight	a	speeding	ticket.	Search	engines,	as	you	know,	can
sort	 through	 billions	 of	 web	 pages	 of	 information.3 3	Just	 enter	 your
search	 terms,	 and	 in	 milliseconds	 you’ve	 got	 a	 list	 of	 (potentially)
relevant	 pages	 to	 help	 answer	most	 questions	 you	might	 have.	They’ve
made	it	possible	for	the	average	user	to	effectively	navigate	the	Internet,
and	one	company	is	even	responsible	for	a	new	verb.	(Just	google	“verb
google”	and	you’ll	see	what	we	mean.)
It’s	a	 pretty	 safe	 bet	 that	 we’ve	 all	 used	 search	 engines	 to	 look	 up

embarrassing	stuff	and	would	hate	to	have	the	records	of	our	searches	pop
up	 on	 the	 front	 page	 of	 the	 newspaper.	 So	 imagine	 Thelma	 Arnold’s
surprise	 when	 the	New	 York	 Times	 reported	 that	 she	was	AOL	member
4417749	and	 that	 she	had	been	 searching	 subjects	 like	 “60	 single	men”
and	 “dog	 that	 urinates	 on	 everything.”	 This	 all	 happened	 after	 AOL
released	anonymized	search	data	 in	 the	belief	 that	actual	user	 identities
could	 not	 be	 reconstructed	 from	 the	 data—they	 were	 wrong.3 4	But	 the
most	 important	 implications	 of	 search	 engines	 and	 surveillance	 are
probably	not	tied	to	regrettable	dog	behavior—they	are	about	the	Google
empire’s	control	over	the	information.
All	 search	 engines	 are	 a	 bit	 different,	 but	 the	 basics	 are	 the	 same:

computer	 programs	 called	 spiders	 search	 the	 Internet.	 These	 spiders
“crawl”	through	the	information	on	a	website	and	follow	every	link	to	a
new	 page,	 recording	 everything	 they	 find	 and	 bringing	 it	 back	 to	 the
search	engine.	The	search	engine	then	creates	a	searchable	index	to	give
you	the	answers	you	need.35	Most	search	engines	employ	algorithms	that
draw	on	user	behavior	to	improve	the	results.36	This	is	a	useful	skill	in	a
machine,	and	generally	a	welcome	one.
It	does,	however,	raise	questions	regarding	what	kind	of	information	is

gathered	in	the	course	of	the	machine’s	self-improvement,	how	long	the



machine	needs	 to	hold	on	 to	 it,	 and	how	 the	 information	 is	being	used.
Unlike	 social	 networking	 sites,	 where	 we	 intend	 to	 share	 information,
people	 use	 search	 engines	 to	 research	 all	 kinds	 of	 topics	 they’d	 like	 to
keep	 confidential.	And	 search	 engines	 don’t	 just	 record	 what	 you	 ask.
They	 also,	 typically,	 record	 your	 computer’s	 Internet	 protocol	 (IP)
address,	 the	 sites	 you	 click	 on,	 and	 how	 long	 you	 stay	 there.3 7	An	 IP
address	is	a	string	of	numbers	assigned	by	the	computer	network	you’re
using	 (think	 of	 it	 as	 a	 phone	 number).	 It	 functions	 just	 like	 any	 other
address:	 it	 tells	 the	 server	 where	 to	 send	 the	 information	 you	 request.
Together	 with	 the	 IP	 addresses	 being	 used	 around	 you	 (from	 say,	 a
business	 with	 a	 WiFi	 connection),	 an	 IP	 address	 can	 also	 be	 used	 to
identify	 your	 physical	 address	 or	 geographic	 location	 (with	 varying
accuracy,	of	course).38
All	the	information	extracted	from	your	search	(and	wherever	else	you

went	without	 closing	 your	 browser)	 is	written	 to	 a	 “cookie”	 the	 search
engine	 sends	 to	 your	 computer.	A	 cookie	 is	 a	 small	 text	 file	 initially
placed	in	the	memory	of	your	web	browser	by	a	website	you	visit.	When
the	 website’s	 server	 sends	 your	 browser	 a	 cookie	 for	 the	 first	time,	it
designates	a	unique	ID	containing	a	name	and	a	value.	Cookies	are	used
for	all	kinds	of	things,	like	recognizing	your	computer	and	filling	in	user
names	 or	 passwords	 for	 you,	 keeping	 track	 of	 what’s	 in	 your	 virtual
shopping	cart	while	you	browse	in	an	online	store,	pulling	up	credit	card
information,	remembering	user	preferences	(such	as	weather	reports	for	a
specific	 zip	 code),	 and	 determining	 how	many	 people	 visit	 a	 particular
website39	and	how	often	they	come	back.40

Web	of	the	Living	Dead
Even	 if	 you	 regularly	 delete	 cookies,	 some	 are	 persistent	 “zombie”
cookies	 that	will	 reanimate	 themselves,	grab	your	personal	 information,
and	 continue	 to	 send	 it	 to	 third	 parties	 or	 “affiliates.”	 For	 example,
Disney	 has	 partnered	with	 a	 company	 called	Clearspring	 Technologies,
which	 uses	 a	 Flash-embedded	 zombie	 cookie	 to	 continue	 to	 report
information	about	users,	who	one	might	expect	are	mostly	children.	The



data	 captured	 can	 be	 fine-grained,	 including	 “video	 viewing	 habits,
gender,	age,	race,	education	level,	geographic	location,	sexual	preference,
what	 the	 users	 like	 to	 read,	 home	 address,	 phone	 number,	 health
condition,	 and	 more.”4 1	Obviously	 cookies	 can	 be	 pretty	 serious	 stuff,
and	 federal	 law	 limits	 the	way	 federal	 agencies	may	 use	 them	on	 their
websites.	 The	 CIA,4 2	the	 Department	 of	 Homeland	 Security,4 3	the
National	Security	Agency,4 4	the	Office	of	National	Drug	Control	Policy
under	Bill	Clinton,	as	well	as	 the	Bush4 5	White	House	have	gotten	 into
trouble	for	using	persistent	cookies	on	their	websites.
Search	engines	use	this	information	in	various	ways.	The	first,	detailed

above,	is	related	to	improving	search-engine	services	for	the	end	user—
that’s	you.	By	personalizing	content	for	users,	search	engines	like	Google
give	different	results	to	different	people.	Thus,	one	person	searching	for
“BP”	 at	 the	 height	 of	 the	 oil	 rig	 disaster	 in	 2010	was	 directed	 to	 news
stories	 about	 the	 crisis,	while	 another	 person	 received	 investment	 links
that	didn’t	even	mention	the	blowout.46	In	 this	way	 the	fusion	of	search
engines	 and	 online	 media	 can	 hide	 a	 lot	 of	 information	 from	 us	 by
creating	 “filter	 bubbles”	 that	 prevent	 us	 from	 seeing	 or	 hearing	 things
that	could	be	very	important.47	You	might	live	in	Pennsylvania	but	never
know	 that	 some	 tap	water	 in	 your	 state	 is	 so	 contaminated	 it	 can	 catch
fire	right	from	your	faucet.48	You	might	never	have	heard	of	the	genocide
in	Darfur	because	none	of	your	Facebook	friends	dared	to	click	that	they
“like”	that.49	Online	surveillance	performs	a	kind	of	invisible	censorship
by	putting	you	inside	a	bubble	world	filled	with	the	things	it	 thinks	you
want	to	see.
The	 information	 collected	 from	 end	 users	 is	 also	 sold	 to	 marketing

agencies	 that	 create	 consumer	 profiles	 and	 craft	 ads	 targeting	 certain
groups.	 This	 is	 a	 huge	 business,	 as	 illustrated	 by	 the	 data	 aggregation
giants	 profiled	 in	chapter	 2.	 It’s	 no	 less	 important	 for	 companies	 like
Google,	 which	 generates	 96.7	 percent	 of	 its	 total	 revenue	 from
advertising	companies.50	All	this	marketing	earned	Google	an	incredible
estimated	39	percent	of	all	online	ad	revenue	in	2010.51



Given	these	figures,	it	should	be	evident	that	an	advertiser	will	pay	big
bucks	 to	 be	 visible	 to	 a	 potential	 customer.	 Take	 a	 look	 at	 a	 couple	 of
numbers	 about	 Google	 to	 visualize	 an	 Internet	 success	 story:	 in	 the
United	 States,	 72	 percent	 of	 all	 Internet	 searches	 go	 through	Google,52

while	in	some	European	countries	the	figure’s	about	95	percent.53	This	is
how	 Google	 has	 become	 a	 multibillion-dollar	 corporation	 while
providing	completely	free	online	services	to	millions	of	users	each	day.	It
also	means	 that	Google	 is	making	billions	by	keeping	 track	of	what	 its
users	 are	 doing	 online	 so	 it	 can	 provide	 more	 detailed	 information	 to
advertisers	and	more	relevant	ads	to	users.
Had	 Google	 remained	 the	 humble	 search	 engine	 of	 its	 early	 days,

perhaps	 search-based	 tracking	would	 not	 seem	 like	 such	 a	 big	 deal:	 all
you’d	have	 to	do	 is	delete	 the	Google	cookie	and	start	using	a	different
search	 engine	 (with	 cookies	 either	 disabled	or	 deleted	when	you	 closed
your	 browser).	But	 the	 executives	 at	Google	 didn’t	 become	billionaires
by	 sitting	 on	 their	 hands	 for	 the	 past	 decade.	 Since	 1998,	 Google	 has
acquired	over	 seventy	 companies	 and	 thereby	has	 become	 the	owner	 of
all	 kinds	 of	 programs	 for	 bringing	 services	 to	 the	 masses.	 If	 Google’s
first	goal	is	to	make	money	by	selling	users’	data	to	advertisers	or	other
interested	parties,	 its	second	is	 to	figure	out	how	to	successfully	collect
data,	and	it	does	that	by	recording	every	step	you	take	online.
To	 do	 this,	 the	 programmers	 have	 created	 software	 for	 nearly	 every

aspect	 of	 surfing	 the	web.	Your	 cell	 phone	may	 run	Google’s	Android
operating	system,	or	your	computer	may	use	Google’s	Chrome	operating
system	 and	 browser.	 The	Chrome	 browser	 collects	 everything	 you	 type
into	the	navigation	bar	(where	you	put	in	the	website	address)	even	before
you	hit	Enter.54	Type	in	a	website	but	decide	not	to	go	there?	Google	has
already	 collected	 that	 information.	 Google	 also	 provides	 all	 kinds	 of
services	 once	 you’re	 online:	 e-mail,	 news,	 social	 networking,	 music,
phone	 service,	 books,	 videos,	 photos,	 travel	 planning,	 personal	health
records,	 aerial	 and	 Street	 View	maps,	 as	 well	 as	 software	 for	 creating
documents,	 presentations,	 and	 websites	 and	 storing	 them	 in	 the	 cloud.
Though	it	may	feel	like	all	these	realms	are	carefully	managed	and	self-



contained,	 the	 more	 Google	 services	 you	 use,	 the	 more	 information
Google	has	about	you.
So	what	kind	of	monitoring	are	we	talking	about?	Exactly	what	do	you

agree	 to	when	you	click	 the	Terms	of	Service	box	when	you	sign	up	or
start	 to	 surf?	We’ll	 start	 with	 one	 of	 their	most	 popular	 programs,	 the
web-based	 e-mail	 program	 called	 Gmail	 (Google	 Mail	 in	 the	 United
Kingdom).	Remember	 those	 spiders	Google	uses	 to	 find	 and	 index	web
pages?	It	uses	similar	technology	to	record	your	interactions	over	Gmail
(including	 information	 sent	 from	 outside,	 non-Gmail	 accounts).5 5	For
example,	if	you	write	an	e-mail	to	a	friend	about	the	camping	trip	you’re
planning,	Google	 translates	 that	 into	 ads	 for	 camping	 equipment	 in	 the
margins	of	your	account	page.	When	you	use	a	university-	or	work-issued
e-mail	 account,	 those	 organizations	 are	 within	 their	 legal	 rights	 to
monitor	and	read	your	e-mail.	Universities	using	Gmail	may	not	have	the
same	total	access	to	student	and	employee	e-mail,	because	the	servers	are
housed	 elsewhere	 and	 owned	 by	Google,	 but	 they’re	 effectively	 giving
your	 personal	 information	 over	 to	 Google	 and	 its	 marketing	 partners.
Indeed,	these	concerns	led	the	University	of	California,	Davis,	to	make	a
high-profile	decision	to	reject	Gmail	as	its	campuswide	system.56
And	a	Gmail	account	isn’t	limited	to	e-mail—you	can	use	your	log-in

information	 for	 multiple	 Google	 services,	 some	 available	 from	 your
Gmail	 home	 page.	Google	 Talk	 is	 a	 program	 that	 supports	 IM	 (instant
messaging)	 chats,	 all	 recorded,	 indexed,	 and	 searchable	 unless	 you’re
chatting	 in	“off	 the	record”	mode.	Google	Voice	 is	a	phone	service	 that
allows	 you	 to	 get	 a	 single	 phone	 number	 capable	 of	 ringing	 all	 your
phones	and	your	computer.	It	supports	voice-mail	and	text	messages	and
can	 also	 be	 used	 for	 live	 webcam	 chats.	 Google	 records	 all	 the	 phone
calls,	voice-mails,	or	text	messages	you	send	and	receive,	as	well	as	the
conversations	 you	 have	 while	 signed	 in.5 7	Your	 voice-mails	 are	 even
transcribed	(changed	from	voice	to	text)	so	you	(and	Google?)	can	search
them!5 8	Your	Google	 account	 is	 also	 used	 for	Google	Docs,	 that	 handy
office	 application	 hosted	 in	 the	 cloud	where	 one	 or	more	 users	 can	 see
and	 work	 on	 a	 single	 document,	 spreadsheet,	 presentation,	 drawing,	 or



form.	“In	the	cloud”	refers	to	computing	that	is	entirely	Internet-based,	as
opposed	 to	 being	 stored	 on	 your	 computer,	 and	 all	Google	 services	 are
considered	cloud	computing.
There’s	great	risk	in	trusting	a	single	company	with	so	much	personal

information.	Thousands	of	Yahoo!,	Hotmail,	and	Google	users	discovered
this	unfortunate	fact	when	their	log-in	names	and	passwords	were	stolen
and	published	on	the	Internet.59	Should	there	be	any	security	breaches,	or
an	 unethical	 person	working	 at	Google,	 significant	 abuses	 could	 occur.
Something	like	this	happened	in	2010	when	a	twenty-seven-year-old	site
reliability	 engineer	 at	Google	 spied	 on	 and	 harassed	 four	 teenagers.	He
read	 their	 IM	 chats	 and	 quoted	 them	 back	 to	 them,	 then	 accessed	 one
boy’s	 Google	 Voice	 log	 to	 figure	 out	 which	 of	 the	 girls	 the	 boy	 was
dating.	He	threatened	to	contact	her,	invited	the	teens	to	the	movies,	and
at	one	point	“unblocked”	himself	after	one	of	the	kids	blocked	him	from
a	Google	Talk	buddy	 list.6 0	Naturally	Google	 fired	 the	 engineer	 shortly
after	 they	 found	out	 about	 the	 abuses.	Some	of	 the	 stories	 reporting	on
this	 “Gcreep”	 pointed	 out	 the	 irony	 of	 Google’s	 developing	 a	 Family
Safety	Center	to	help	parents	protect	their	children:	“The	biggest	threat	to
kids’	privacy	might	be	Google	employees	themselves.”61
The	story	about	the	activities	of	the	predator	working	at	Google	could

be	 thought	 of	 as	 another	 instance	 of	 function-creep	 surveillance.	 There
are	many	other	ways,	however,	that	function	creep	can	easily	grow	out	of
search	engines	and	online	apps	too.	Google	discloses	Gmail	contents	and
search	 terms	 to	 authorities	 investigating	 crimes.	 (Advice:	 Don’t	 search
for	 “neck,	 snap,	break,	 and	hold”	or	 read	“22	Ways	 to	Kill	 a	Man	with
Your	Bare	Hands”	before	killing	 someone.	Those	 searches	can	and	will
be	used	against	you	in	a	court	of	law.62	Better	advice:	Don’t	kill	people.)
Yahoo!	 provided	 “e-mail	 and	 other	 account	 data	 to	 Chinese	 officials,
resulting	 in	 the	 jailing	 of	 dissidents	 within	 that	 country.”6 3	The	 US
Department	of	Justice	has	requested	search-engine	data	from	individuals’
search	 terms,	 supposedly	 to	 crack	 down	 on	 online	 pornography;	 the
request	was	honored	by	Yahoo!,	Microsoft,	and	AOL. 6 4	While	 there	are
some	 anonymous	 proxy	 services	 available	 for	 web	 surfing	 (like	 one



called	Tor),65	they	tend	to	slow	down	one’s	data	transfer,	so	even	people
who	are	aware	of	them	often	choose	not	to	use	them.

The	Death	of	Net	Neutrality?
Here’s	 one	 important	 theme	 to	 take	 note	 of:	 We	 may	 be	 generating
personal	 and	 public	 data	 in	 totally	 different	 places	 (iTunes,	 school,
doctor’s	 office)	 and	 for	 totally	 different	 purposes	 (entertainment,
learning,	 communicating),	but	 that	 doesn’t	 mean	 these	 data	 are	 kept
separate.	 More	 and	 more,	 they’re	 reconnected	 and	 concentrated	 in	 the
hands	 of	 a	 few	 companies,	 like	Google.	As	 a	 result	 our	 lives	 are	much
more	public,	we	have	much	 less	control	over	 information	about	us,	and
we’re	exposed	to	surveillance	by	peers,	government	agencies,	advertisers,
and	 others.	 Another	 outcome,	 though,	 is	 that	 the	 few	 companies	 that
manage	all	these	data	are	in	a	position	to	regulate	who	has	access	to	what
—and	at	what	speeds.
This	brings	us	to	an	issue	known	as	net	neutrality.	The	basic,	original

structure	of	 the	 Internet	 is	 a	decentralized,	weblike	network	 that	 allows
packets	of	information	to	find	the	most	expeditious	route	between	sender
and	 receiver.	 The	 Internet,	 after	 all,	 was	 developed	 in	 the	 1960s	 and
1970s	by	the	US	military,	specifically	by	the	Defense	Advanced	Research
Projects	 Agency	 (DARPA)	 in	 conjunction	 with	 a	 few	 research
universities,	with	the	goal	of	being	able	to	communicate	effectively	in	the
event	 of	 a	 nuclear	 war.6 6	Thus,	 if	 one	 “node”	 on	 the	 network	 (say,
Chicago)	were	 destroyed	 by	 a	 thermonuclear	 device,	 then	 traffic	would
simply	 find	 another	way,	 through	 other	 nodes,	 to	 continue	moving	 and
eventually	reach	its	destination.
Once	 it	 was	 broadly	 available	 to	 universities	 in	 the	 1980s	 and	 the

general	 public	 in	 the	 1990s,	 the	 Internet’s	 decentralized	 structure	 was
quickly	 heralded	 as	 inherently	 democratic	 because	 it	 didn’t	 rely	 on
hierarchies	 and	 control	 and	 didn’t	 privilege	 one	website	 or	 person	 over
another.	It	was	a	medium	where	anyone	who	had	access	to	the	necessary
technology	 and	 infrastructure	 could	 create	 and	 distribute	 “content.”	 In
fact,	many	people	still	talk	about	the	Internet	as	a	liberating	medium	that



can	 spread	 democracy	 by	 creating	 unfettered	 access	 to	 information	 and
ideas.	Net	neutrality	is	a	key	part	of	this	vision.	It	means	that	the	Internet
doesn’t	treat	some	people’s	information	differently	from	other	people’s;
it	 doesn’t	 take	 sides	 to	 slow	down	 some	 communications	 and	 speed	 up
others;	 it	 stays	 true	 to	 the	democratic	 structure	of	 the	original	 Internet.
Unfortunately—as	with	so	much	technology	that	begins	with	democratic
potential—this	 ideal	 is	 quickly	 becoming	 obsolete.	 Internet	 service
providers	(ISPs)	like	Verizon	and	search	engines	like	Google	are	teaming
up	to	implement	differentiated	service	throughout	the	Internet,	so	people
or	companies	that	can	pay	will	have	their	data	routed	faster.	A	version	of
this	 has	 existed	 for	 a	while	with	 different	 service	 plans	 (dial-up,	 DSL,
cable).	But	 these	 speed	 and	 convenience	 controls	 just	 limit	 the	 transfer
speeds	 that	 ISPs	 allow;	 they	 don’t	 change	 the	 ways	packets	of
information	are	treated.	With	the	demise	of	net	neutrality,	however,	this
system	of	equal	 treatment	is	over:	peer-to-peer	computing	networks	can
be	 slowed	 down	 while	MSN.com	is	 sped	 up;	 Google	 could	 slow	 down
users’	 access	 to	Amazon.com	but	 speed	 up	 their	 access	 to	 YouTube
(which	it	owns);	the	websites	of	activist	groups	could	grind	to	a	standstill
while	 Fox	 News	 achieves	 blazing	 speeds.	 This	 process,	 already	 under
way,	 could	 further	 undermine	 the	 democratic	 ideals	 of	 the	 Internet	 and
fully	transform	it	into	a	privatized	medium	where	“the	only	services	left
on	 the	 public	 Internet	 would	 provide	 crappy,	 slow,	 and	 ad-laden
content.”67
Surveillance	 is	an	 important	part	of	 the	demise	of	net	neutrality.	The

top	 ISPs	 and	 search	 engines	 actively	monitor	 which	 activities	 generate
profits	 for	 them	and	which	ones	 threaten	 those	profits.	Peer-to-peer	 file
sharing	 on	 sites	 like	 BitTorrent	 may	 lend	 itself	 to	 piracy	 (illegally
downloading	 copyrighted	 movies,	 songs,	 or	 games	 without	 paying
required	 fees),	 and	 this	 may	 threaten	 profits,	 which	 could	 be	 why	 the
giant	cable	and	media	company	Comcast	has	 intentionally	slowed	down
or	 blocked	 access	 to	 this	 service	 in	 the	 past.6 8	Similarly,	 independent
news	media	 sites	 and	blogs	 could	 be	 slowed	down	or	 censored	because
they	 challenge	 the	 dominant	messages	 generated	 by	mainstream	media
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outlets,	which	happen	to	be	owned	by—or	have	close	relationships	with
—service	providers.	In	this	vein,	Google	censors	independent	news	from
its	 Google	 News	 search	 engine,	 which	 requires	 careful	 monitoring	 and
surveillance	on	its	part.69
In	 sum,	 through	 surveillance,	 Internet	 users	may	be	 “socially	 sorted”

and	 prioritized	 based	 on	 what	 they	 pay	 and	 what	 they	 do.	 But	 content
providers	 from	 all	 points	 on	 the	 ideological	 spectrum	 may	 be	 slowed
down	and	censored	too.	Another	reason	the	neutrality	of	the	Internet	is	so
important	 to	 the	 politics	 of	 surveillance	 is	 that	 a	 great	 part	 of	 the
surveillance	society	operates	through	the	Internet.	That’s	where	the	data
are	 gathered,	 moved,	 and	 managed.	As	 long	 as	 the	 Net	 stays	 free,	 the
possibilities	for	access	and	challenge	remain	stronger.	But	it	appears	that
the	democratic	potential	of	the	Internet	may	be	on	the	chopping	block.
Deep	in	Your	Packets
Many	 universities	 are	 now	 using	 servers	 to	 scan	 or	 preemptively	 block	 certain	 kinds	 of
Internet	 traffic.	Should	you	be	downloading	music,	movies,	or	 software	 from	a	peer-to-peer
file-sharing	service	like	BitTorrent	or	Kazaa,	they	will	know.	How?	One	increasingly	popular
technology	 is	 called	 “deep	packet	 inspection”	 (DPI).	 In	 the	old	days,	 servers	 just	 looked	 at
the	 header	 of	 any	 packet	 of	 information	 being	 sent	 over	 the	 Internet	 (the	 header	 is	 like	 an
address	 on	 an	 envelope	 telling	 the	 network	 where	 the	 message	 should	 go	 and	 where	 it’s
been).	With	DPI,	servers	or	firewalls	can	see	the	content	of	the	packets,	so	if	they	know	what
a	song	or	movie	packet	looks	like,	they	can	discover	matches	on	the	university	network	and
block	 them	 in	 real	 time.7 0	Next,	 if	 the	 files	 are	 illegal,	 they	 might	 come	 after	 you	 with
disciplinary	 action	 or	 turn	 you	 over	 to	 the	 authorities	 for	 jail	 time	 or	 hefty	 fines—of	 about
$22,500	per	song!71

Eyes	on	the	Street
The	 past	 several	 years	 have	 seen	 a	 host	 of	 new	 technologies	 through
which	 virtual	 and	 physical	 spaces	 converge,	 overlap,	 and	 create	 new
opportunities	for	surveillance.	Google	Street	View	is	a	perfect	example	of
this.	 The	 Google	 company	 has	 sent	 out	 platoons	 of	 vehicles	 equipped
with	360-degree	cameras,	GPS	units,	and	WiFi	 readers	 to	drive	 through
neighborhoods	around	the	world	and	take	continuous	digital	photographs
of	everything	along	the	way:	houses,	cars,	trees,	vacant	lots,	people,	and
other	animals.	All	 these	data	are	 then	made	available	 through	the	Street



View	application,	so	that	if	you	enter	an	address	you	can	pull	up	an	image
of	 the	 location,	 see	 vehicles	 parked	 out	 front,	 see	 people	 picnicking	 on
the	lawn.	In	case	you’re	wondering,	 the	current	Google	policy	is	 to	blur
faces	 or	 license	 plates,	 but	 a	 lot	 of	 information	 can	 be	 gleaned	 even
without	 seeing	 faces.	 One	 woman	 was	 especially	 disturbed	 to	 find	 out
that	Street	View	could	zoom	all	the	way	in	to	her	second-story	apartment
window	to	show	her	cat	sitting	on	a	perch	in	the	living	room.7 2	And	the
driver	of	 a	Google	Street	View	vehicle	was	probably	dismayed	 to	 learn
that	after	he	accidentally	hit	a	fawn,	Street	View	users	found	before-and-
after	 images	 (cute	 deer	 in	 the	 road;	 dead	 deer	 on	 the	 pavement)	 and
plastered	them	over	the	Internet	asking,	“Who	killed	Bambi?”73
In	 addition	 to	 visual	 photos,	 though,	 Street	 View	 sucks	 in	 as	 much

information	 as	 possible—like	 tracking	 available	 WiFi	 networks	 and
assessing	whether	they’re	password	protected.	This	got	Google	into	a	lot
of	 trouble	 when	 European	 regulators	 found	 out	 that	 between	 2006	 and
2010	 Google	 had	 been	 collecting	 tons	 of	 personal	 information	 about
individuals	as	 its	 cars	 drove	 along	 residential	 streets.7 4	In	 violation	 of
privacy	 laws	 in	Europe,	 if	 people	didn’t	 have	 their	 networks	 encrypted,
Google’s	cars	read	the	websites	they	viewed	and	even	the	content	of	their
e-mail.	 Google	 was	 investigated	 by	 European	 regulators	 and	 fined	 for
these	 infractions.7 5	According	 to	 the	 German	 minister	 for	 food,
agriculture,	 and	 consumer	 protection,	 these	 violations	 are	 further
evidence	 that	 “privacy	 law	 is	 a	 foreign	 concept	 to	 Google.”7 6	This	 is
probably	 not	 that	 much	 of	 an	 overstatement,	 given	 the	 way	 Google,
Facebook,	and	other	companies	seem	to	view	it	as	“fair	game”	to	collect,
store,	analyze,	and	trade	anything	that	can	be	converted	into	data,	which
nowadays	is	just	about	anything.

The	Internet	of	Things
Your	 computer	 and	 cell	 phone	 aren’t	 the	 only	 things	 connected	 to	 the
Internet.	 A	 host	 of	 “smart”	 devices	 are	 slowly	 entering	 our	 homes,
offices,	and	cars.	We	know	some	of	them	are	beaming	information	across



the	 Internet,	 such	 as	 TiVo	 and	 other	 entertainment	 technologies	 that
download	television	schedules	and	silently	report	our	viewing	habits	back
to	 the	 media	 companies.7 7	This	 is	 a	 kind	 of	 surveillance	 that	 allows
media	 companies	 to	 compile	 profiles	 of	 users	 and	 sell	 those	 data	 to
advertisers,	just	like	the	other	web-based	applications	we’ve	been	talking
about.	But	did	you	ever	suspect	that	your	washing	machine,	refrigerator,
or	air	conditioner	could	be	spying	on	you?
What’s	been	called	the	Internet	of	Things	describes	this	connecting	of

all	electronic	grids	and	appliances	to	the	Internet	so	that	each	item	has	a
unique	number	(an	IP	address)	that	can	be	accessed	remotely.	Once	they
have	 IP	 addresses	 and	 are	 connected	 to	 the	 Internet,	 they	 can	 “talk”	 to
other	 devices	 or	 applications	 and	 be	 controlled	 from	 remote	 locations.
Don’t	have	WiFi	 in	your	home	or	business?	That’s	not	a	huge	problem.
What’s	 known	 as	 powerline	Ethernet	 can	 allow	you—or	 others—to	 use
existing	electrical	lines	to	transfer	information	just	like	an	Ethernet	cable
does.	In	fact,	one	of	us	currently	uses	a	powerline	Ethernet	system	in	his
home	 so	 he	 can	 achieve	 faster	 transfer	 speeds	 than	 a	 typical	 WiFi
network.	Don’t	have	WiFi	in	your	car?	No	problem	there	either,	because
cellular	 technology	 can	 talk	 to	 your	 car	 just	 fine,	 even	 when	 you’re
moving	 at	 high	 speeds.	 In	 one	 recent	 case,	 for	 instance,	 a	 disgruntled
former	 employee	 of	 a	 used-car	 dealership	 in	 Texas	 logged	 into	 the
dealership’s	 website,	 disabled	 the	 ignition	 systems	 of	mor e	than	 a
hundred	 cars	 that	 had	 been	 sold	 to	 customers,	 then	 set	 off	 all	 the	 cars’
alarms.7 8	This	 wireless	 pager-based	 system	 was	 supposed	 to	 allow	 the
dealership	to	disable	people’s	cars	if	they	didn’t	pay	their	loans	on	time.
The	 car	 owners	were	 furious	 to	wake	 up	 to	 honking	 horns	 and	 flashing
lights	on	cars	that	wouldn’t	start!
The	implications	of	the	Internet	of	Things	are	huge.	You	could	have	a

“smart”	 house	or	 office	 building	 that	 turns	 on	 lights	 or	 heat	 only	when
someone	is	in	the	room;	that	alerts	you	that	one	office	is	losing	more	heat
(or	cool	air)	than	others	and	might	need	new	windows	or	insulation;	that
turns	off	all	your	gas	appliances	if	your	smoke	detector	goes	off.79	Smart-
grid	 systems	 currently	 let	 electric	 companies	 monitor	 your	 energy



consumption	 from	 a	 distance	 and	 turn	 off	 your	 power	 if	 you	 don’t	 pay
your	bill	or	 if	 they	need	 to	perform	a	rolling	blackout	 to	save	electrical
grids.	Soon	electric	companies	may	be	able	to	turn	off	your	appliances	or
change	 your	 thermostat	 if	 they	 think	 you’re	 using	 too	much	 electricity
during	peak	hours.
This	isn’t	science	fiction.	During	a	record	heat	wave	in	the	summer	of

2010,	 the	utility	 company	 in	New	York	City	 sent	 radio	 signals	 to	 some
twenty	 thousand	 air-conditioning	 thermostats,	 programming	 them	 to
cycle	 off	 and	 on	 every	 thirty	 minutes,	 effectively	 raising	 building
temperatures	and	 removing	control	 from	 residents	 and	 tenants.8 0	At	 the
moment	such	“load	shedding”	interventions	are	done	to	prevent	blackouts
and	 are	 often	 voluntary	 programs	 that	 customers	 join	 to	 get	 reduced
rates.8 1	But	 there’s	 a	 fine	 line	 between	 incentive	 and	 coercion,	 because
some	 people	will	 be	 priced	 out	 of	 the	 “choice”	 of	maintaining	 control.
This	will	 probably	 become	 another	 form	 of	 social	 sorting,	where	 these
particular	surveillance	systems	will	give	better	service	to	those	who	can
afford	 to	 pay,	while	 others	will	 just	 have	 to	 sweat	 or	 freeze.	And	 soon
these	 voluntary	 programs	 will	 likely	 become	 mandatory,	 slowly
implemented	without	most	people	being	aware	of	it.

Conclusion
Almost	 everything	 we	 do	 online	 generates	 data	 that	 can	 be	 used	 for
surveillance	purposes,	some	we	condone	and	some	we	don’t,	some	we’re
aware	 of	 and	 many	 more	 we’re	 not.	 It’s	 also	 clear	 that	 all	 worlds	 are
rapidly	 becoming	 interlinked	 with	 online	 ones,	 where	 sensors	 are
embedded	 in	 mundane	 devices	 and	 most	 interactions	 are	 mediated	 in
s om e	way	 by	 electronic	 systems.	 In	 this	 world,	 surveillance	 is
everywhere	 to	 the	 extent	 that	 information	 and	 communication
technologies	 are	 everywhere.	 So	 it’s	 incredibly	 difficult	 and	 often
impractical	and	undesirable	to	avoid	it.
One	 response	 from	 online	 companies	 like	 Facebook	 or	 Google	 is	 to

lower	people’s	expectations	for	privacy	and	control,	to	get	them	used	to
total	exposure.	For	example,	the	CEO	of	Google,	Eric	Schmidt,	says,	“If



you	 have	 something	 that	 you	 don’t	 want	 anyone	 to	 know,	 maybe	 you
shouldn’t	be	doing	it	in	the	first	place.”82	Such	statements,	if	we	accepted
them,	would	 let	companies	 like	Google	off	 the	hook.	But	 it’s	obviously
absurd	 to	 imply	 that	 users	must	 be	 doing	 something	wrong	 if	 there	 are
things	they	don’t	want	broadcast.	For	instance,	do	you	want	your	medical
records,	stored	in	a	personal	health	record	system,	shared?	Do	you	want
your	online	banking	information	shared?	Do	you	want	your	visit	to	a	gay
bar	shared?	Do	you	want	your	IM	courtship	of	a	girlfriend	or	boyfriend
shared	with	your	parents,	 teachers,	or	employers?	Do	you	want	all	your
Google	searches	shared	with	the	world?	Pause	and	think	about	 that	one:
What	online	searches	would	you	prefer	to	keep	secret?
Because	online	worlds	so	easily	allow	the	collection,	analysis,	storage,

and	trading	of	data,	they	also	make	surveillance	very	easy.	What	seems	to
be	happening	 is	 that	 online	 companies,	 government	 agencies,	 and	other
organizations	have	found	these	forms	of	surveillance	too	alluring	and	too
profitable	 to	 ignore.	 To	 entice	 us	 to	 participate,	 we’re	 offered
convenience,	social	belonging,	discounts,	and	a	bunch	of	free	apps.	So	we
“opt	in.”	But	this	story	is	too	simplistic.	It	implies	that	the	choices	we’re
given	are	real	choices,	meaning	that	we	can	say,	“No,	thank	you,”	without
any	repercussions.
This	 brings	 us	 back	 to	 the	 point	 we	 raised	 at	 the	 beginning	 of	 this

chapter—a	 lot	 of	 online-based	 surveillance	 is	 voluntary,	 in	 a	 way.
Sometimes	 we	 want	 people	 to	 see	 us,	 we	 want	 to	 share	 personal
experiences	with	our	friends,	and	we	want	to	find	our	friends	when	we	go
out	 somewhere.	Other	 times	we’d	prefer	 to	 reveal	 less	 information,	but
online	applications	can	be	so	convenient	that	we	willingly	give	in	to	get
music	or	movie	recommendations,	search	for	things	on	the	web,	or	read
an	electronic	version	of	a	newspaper	or	magazine	story.
What	happens	 is	 that	 (if	we	 think	about	 them	at	 all)	we	accept	 these

things	as	“choices”—trade-offs	in	which	we	give	up	personal	information
for	 convenience.	 But	 in	 reality	 there’s	 little	 choice,	 because	 we	 can’t
truly	opt	out	if	we	need	to	function	in	the	contemporary	world.	Instead	of
choice,	 maybe	coercion	is	 a	 better	 way	 to	 think	 about	 our	 relation	 to



online	 surveillance.	 After	 all,	 your	 university	 may	 force	 you	 to	 get	 a
Gmail	account,	your	employer	may	require	constant	access	by	e-mail	or
smartphone,	 utility	 companies	 may	 (soon)	 require	 that	 bills	 be	 paid
electronically,	and	your	social	life	may	be	toast	if	you	don’t	use	IM,	text
messaging,	or	Facebook.	Are	these	really	choices	if	the	costs	of	saying	no
are	so	high?
We	 also	 think	 these	 are	 false	 trade-offs	 because	 it	 is	 possible,	 in

reality,	 to	 have	 more	 convenience	 without	 giving	 up	 all	 your	 data	 to
third-party	advertisers	and	the	like.	Our	ability	to	effectively	navigate	the
web	 does	 not,	 in	 fact,	 require	 that	 one	 corporation	 amass	 troves	 of
information	about	ourselves	and	our	lives.	We	just	take	it	for	granted	that
the	technologies	have	to	be	this	way.
Sure,	 people	 can	 take	 some	 intriguing	 techno-precautions	 to	manage

their	 lives	 online.	 You	 could	 use	 proxy	 servers	 to	 anonymize	 your
searches,	 you	 could	 encrypt	 your	 e-mails	 and	 force	 recipients	 to	 use
cryptographic	 keys	 to	 read	 them,	 and	 you	 could	 delete	 your	 browser’s
cookies	after	every	session.	Some	of	these	responses	are	too	technical	for
basic	users;	some	reduce	the	performance	of	your	equipment;	and	some,
like	 deleting	 or	 not	 accepting	 cookies,	 will	 make	 browsing	 less
convenient	by	forcing	you	 to	 log	 in	 to	websites	and	reenter	 information
manually	every	time.
Probably	a	better	long-term	response	would	be	to	raise	expectations	for

the	protection	of	personal	data,	to	regulate	online	surveillance	so	people
are	 automatically	 opted	 out	 of	 information	 sharing	 rather	 than
automatically	 opted	 in,	 and	 to	 penalize	 companies	 that	 violate	 users’
trust.	This	 response	would	demand	 that	we	 recognize	 the	 importance	of
keeping	 information	 in	 the	 contexts	 where	 it	 was	 generated:	 Facebook
postings	shouldn’t	be	shared	with	employers,	Google	searches	shouldn’t
be	shared	with	anyone,	Google	Street	View	shouldn’t	collect	information
about	 people’s	 WiFi	 networks,	 and	 so	 forth.	 From	 an	 American
perspective,	 this	may	 seem	unimaginable,	 but	 it’s	 obvious	 and	 basic	 to
people	 in	many	 other	 countries.	Germany,	 for	 instance,	 has	 regulations
preventing	 employers	 from	 consulting	 Facebook	 when	 making	 hiring



decisions,83	and	the	Czech	Republic	suspended	Google	Street	View	over
concerns	about	privacy	protections.8 4	If	companies	are	 told	 that	 the	 law
requires	 them	 to	 collect	 and	 share	 less	 information	 and	t o	protect	 data
better,	 they’ll	 figure	 out	 a	 way	 to	 comply,	 just	 as	 they	 do	 in	 other
countries.
At	 the	 very	 least,	 we	 hope	more	 people	 will	 question	 the	 discursive

framing	 of	 these	 issues.	 Do	we	 really	 have	much	 control?	 No.	 Does	 it
imply	 that	 we’re	 doing	 something	 wrong	 if	 we’d	 like	 to	 keep	 things
hidden?	No.	Is	opting	in	to	online	surveillance	a	choice,	or	is	it	coercion?
It’s	both.



4:	Surveillance	in	Schools

•	When	the	high	schools	in	the	Philadelphia	suburb	of	Lower	Merion,	Pennsylvania,	gave
their	students	free	laptops,	the	principals	didn’t	brag	about	one	special	app—a	program	that
could	secretly	take	pictures	with	the	laptops’	cameras.	School	staff	could	also	capture	screen
content,	monitor	texting,	and	identify	the	location	of	online	computers.	More	than	fifty
thousand	pictures	of	family	rooms,	bedrooms,	and	half-dressed	students	had	been	captured
and	stored	on	the	schools’	computer	systems.	The	surveillance	capacity	had	been	installed	so
the	schools	could	trace	lost	or	stolen	computers,	but	soon	text	messages	were	being
monitored	for	signs	of	conflict,	and	bedroom	photos	were	scrutinized	to	see	if	a	student	was
eating	candy	or	taking	prescription	medicine.1

•	When	Savana	Redding	was	an	eighth-grade	honors	student	at	Arizona’s	Safford	Middle
School,	a	classmate	claimed	the	thirteen-year-old	had	prescription-strength	ibuprofen
(equivalent	to	two	Advil	tablets),	in	violation	of	her	school’s	zero-tolerance	antidrug	policy.
Savana	said	she	didn’t.	Soon	she	was	in	the	school	office,	weeping,	as	she	was	stripped	to	her
underwear	and	searched.	Then	she	was	ordered	to	shake	out	her	bra	and	panties.	There	were
no	pills.	Savana’s	mother	worked	with	the	American	Civil	Liberties	Union	to	take	the	case	all
the	way	to	the	Supreme	Court,	where	a	rare	agreement	of	all	the	justices	except	Clarence
Thomas	found	that	the	school	authorities	had	violated	the	girl’s	rights.2

•	In	May	1996	the	students	of	Alexander	High	School	in	rural	southeastern	Ohio	were	startled
to	see	the	school	invaded	by	black-hooded	police	officers	with	drug-sniffing	dogs.	The
principal	of	the	small	high	school	had	called	in	the	local	narcotics	squad.	Students	and
teachers	were	held	in	lockdown	in	their	classrooms	until	the	agents	left,	having	found	no
illegal	drugs	at	all.3

•	Each	year,	millions	of	standardized	assessment	tests	survey	almost	every	student	in	America
to	see	if	mandated	state	and	federal	proficiency	levels	are	being	achieved.	Many	schools
devote	weeks	or	months	to	preparing	for	the	tests	and	have	redesigned	their	entire
educational	mission	to	align	with	the	profile	of	the	exams.	In	some	schools,	students	who
pass	the	tests	get	special	rewards	or	release	time.	In	others,	students	who	might	not	pass	are
urged	to	drop	out	or	stay	home	on	test	days	so	they	don’t	make	the	school	look	bad.4

If	 you’ve	 been	 to	 a	 school	 recently,	 you	 know	 that	 secret	 spy	 cams,
strip	searches,	drug	sweeps,	and	tests	are	just	a	few	examples	among	the
many	old	and	new	surveillance	practices	used	in	the	education	industry.
In	fact,	schools	are	so	completely	defined	by	surveillance	that	sometimes
it’s	hard	to	even	recognize	it	for	what	it	 is.	But	if	we	recall	 that	a	basic
definition	of	surveillance	is	using	observation	and	information	to	manage
people,	it’s	pretty	obvious	that	Central	High	School	could	just	as	well	be
called	Surveillance	Central.



School	 surveillance	 begins	with	 the	 earliest	moments	 of	 registration,
when	parents	enroll	their	children	in	the	local	school	system.	(For	some
high-demand	preschools	and	kindergartens,	parents	 register	 them	before
they’re	 born!)	 Then	medical	 exams	 and	 vaccinations	 are	 verified.	Next
comes	 the	 whole	 blur	 of	 activities	 that	 you	 vaguely	 remember—daily
attendance,	 annual	 attendance	 reports,	 hall	 passes,	 quizzes,	 tests,	 notes
about	 sick	 days,	 grades,	 achievement	 and	 proficiency	 exams.	These	 are
all	 part	 of	 the	 everyday	 routine	 for	 most	 students,	 and	 they	 are	all
mechanisms	 of	 surveillance	 used	 to	 manage	 a	 population.	 In	 fact,	 we
could	write	a	whole	book	just	on	the	subject	of	school	surveillance	(and	it
has	been	done).5
Schools	 are	 one	 of	 the	 key	 social	 settings	 where	 innovations	 in

surveillance	technology	are	first	deployed.	In	a	pattern	similar	to	what	we
see	in	prisons	and	the	military,	the	availability	of	large	numbers	of	semi-
citizens	 under	 daily	 institutional	 control	 has	 made	 schools	 leading
laboratories	 for	 new	 surveillance	 practices.	 There	 are	 closed-circuit
television	 (CCTV)	 cameras,	 metal	 detectors,	 radio-frequency
identification	 (RFID)	 cards,	 RFID-embedded	 uniforms,	 fingerprint
readers,	locker	searches,	transparent	book	bags,	pat-downs,	drug-sniffing
dogs,	drug	tests,	and	much	more.	It	isn’t	just	teachers	and	administrators
who	 watch	 students,	 either.	 On-site	 police	 officers	 and	 security	 guards
investigate	 infractions;	 military	 recruiters	 amass	 dossiers	 on	 potential
recruits	 and	 pressure	 them	 to	 enlist;	 and	 private	 companies	 collect
marketing	 data	 through	 “educational”	 software	 and	 websites.6	 Almost
everything	about	schools	is	oriented	toward	making	students	visible	and
controllable.
This	 chapter	 looks	 at	 some	 of	 the	 latest	 developments	 in	 school

surveillance	and	questions	their	effects.	We	start	from	the	position	that,
just	 like	 everyone	 else,	 students	 are	 learning	 all	 the	 time,	 from	 every
interaction	 and	 every	 event.	 It’s	 not	 just	 the	 official	 curriculum	 or
planned	 classroom	 activities	 that	 teach	 them.	 Interactions	 with	 others
teach	students	whether	they	are	important,	whether	their	opinions	count,
whether	they	are	empowered,	whether	they	are	dangerous	(or	in	danger),



whether	 people	 care	 about	 them,	 or	 whether	 formal	 education	 is
worthwhile.	Additionally,	styles	of	testing	and	assessment	carry	implicit
lessons	about	 the	world—that	 there	are	always	right	and	wrong	answers
or	 that	 “knowledge”	 can	 be	 measured	 in	 objective	 ways.	 So	 as	 we
describe	 elements	 of	 school	 surveillance,	 we’ll	 be	 focusing	 on	 these
many	hidden	lessons.

The	School	Security	Movement
School	security	is	big	business,	with	sales	teams	poised	to	combine	scare
tactics,	 reassurance,	 and	 razzle-dazzle	with	 technology	 and	 promises	 of
efficiency.	But	a	lot	of	it	comes	down	to	maintaining	a	high	level	of	fear.
The	website	for	RaptorWare,	for	example,	features	a	news	update	window
with	 the	 latest	 examples	 of	 sexual	 predators	 gaining	 access	 to	 school
grounds7	and	then	makes	the	following	pitch:
RaptorWare:	Do	You	Know,	Really	Know,	Who	Is	Coming	in	and	out	of	Your	Facility?
Thousands	 of	 schools	 and	 community	 facilities	 across	 the	 country	 use	 Raptor’s	 V-soft

visitor	management	 and	 screening	 technology	 to	 help	 protect	 children	 from	 sex	 offenders,
domestic	 dispute	 offenders	 and	 other	 trespassers.	 V-soft	 works	 in	 conjunction	 with	 law
enforcement	to	add	an	extra	layer	of	security	and	keep	our	kids	safe.8

Another	firm,	Garrett	Metal	Detectors,	 offers	 a	 range	 of	 systems	 for
detecting	weapons	 in	 schools,	 at	 airports,	 and	 in	 prisons.	Their	 product
line	includes	a	“tactical”	handheld	scanner	that	sends	a	silent	vibration	to
the	user	so	people	being	scanned	don’t	know	if	they’re	triggering	an	alert
—this	 will	 give	 the	 user	 “continual	 tactical	 advantage”	 over	 the
(potentially	 dangerous)	 subjects	 being	 scanned.9	 The	 company’s	 sales
pitch	mixes	fear	with	pragmatics:
In	 recent	 years	America	has	 experienced	 an	unprecedented	number	of	 deadly	 shootings	on
school	campuses.	 .	 .	 .	Minor	 schoolyard	 scuffles	have	evolved	 into	major	violent	 incidents,
with	guns	 replacing	 fists	as	 the	weapons	of	choice.	 .	 .	 .	Ensuring	 the	safety	of	 students	and
staff	 is	 an	 ongoing	 challenge	 facing	 many	 educational	 institutions	 across	 our	 nation.
However,	thanks	in	part	to	metal	detection	technology,	it	is	a	challenge	that	is	being	met.10

According	 to	 such	 companies,	 the	 only	 responsible	 course	 is	 for
schools	to	buy	their	equipment	and	implement	full-scale	security	plans.



Whether	the	threat	is	from	outside,	in	the	form	of	predators,	or	inside,
in	 the	 form	 of	 students	 with	 weapons	 or	 drugs,	 the	 purveyors	 of
surveillance	 technologies	 promise	 to	 help	 school	 administrators	 secure
their	 worlds.	 These	 companies,	 and	 many	 more,	 have	 been	 part	 of	 a
movement	 in	 which	 schools	 have	 dramatically	 expanded	 the	 reach	 of
their	surveillance	systems.
Given	 all	 you’ve	 likely	 read	 and	 seen	 about	 the	 dangers	 that	 await

America’s	schoolchildren,	it	may	surprise	you	to	hear	that	kids	are	much
safer	 at	 school	 than	at	home.	There’s	 a	one	 in	 3.2	million	 chance	that	a
student	 might	 suffer	 a	 homicide	 or	 suicide	 at	 school;	 that’s	 roughly
equivalent	to	seventeen	a	year.11	But	a	reported	1,530	children	die	outside
school	 each	 year	 from	 abuse	 or	 neglect.1 2	The	 truth	 is	 that	 schools	 are
some	 of	t he	safest	 places	 for	 kids—much	 safer	 than	 riding	 in	 a	 car,
playing	in	the	neighborhood,	or	staying	home.13
But	 dispassionate	 public	 policy	 data	 are	 typically	 unable	 to	 stand	 up

against	 the	 rare	 but	 truly	 frightening	 instances	 of	 serious	 violence	 in
schools.	The	horrifying	tragedy	of	the	1999	shootings	at	Columbine	High
School	 in	 Colorado—where	 two	 students	 killed	 thirteen	 victims	 before
committing	 suicide—appalled	 the	 world	 and	 became	 a	symbol	of
violence	in	schools.14	Public	officials	called	for	stricter	gun	control	laws
and	bold	new	measures	for	school	surveillance.	The	latter	proposals	saw
more	success.	Oddly,	even	though	Columbine	had	advanced	surveillance
—a	comprehensive	video-monitoring	system	and	an	armed	security	guard
—it	 still	 became	 a	 rallying	 cry	 for	 schools	 to	 spend	 more	 money	 on
people	and	machinery	designed	to	watch	and	control	students.	Soon	large
amounts	 of	 federal	 money	 were	 available	 to	 upgrade	 school	 security
systems,	and	school	districts	lined	up	to	apply	for	grants.
After	 9/11,	 even	more	 federal	money	was	made	 available	 for	 school

security	systems.	 It	was	suggested	 that	schools	might	be	 the	next	 target
for	 terrorist	 attacks,	 so	 the	Department	of	Homeland	Security	 created	 a
matching	 grant	 program	 to	 subsidize	 surveillance	 systems	 and
coordination	 with	 local	 police.1 5	Shortly	 thereafter,	 schools	 across	 the
country,	 regardless	 of	 size	 or	 budget,	 were	 installing	 the	 latest	 gear,



writing	emergency	evacuation	plans,	 and	 running	emergency	drills	with
police	and	other	first	responders.16	As	a	result,	77	percent	of	US	schools
were	using	video	surveillance	by	2008.17	All	 this	 is	 in	addition	to	metal
detectors,	 identification	 cards,	 on-site	 security	 personnel,	 and	 other
protective	measures.
Camera	Creeps
It’s	a	bad	idea	to	have	cameras	installed	in	a	school	locker	room.	At	one	public	middle	school
in	 Livingston,	 Tennessee,	 school	 administrators	 repeatedly	 watched	 digital	 recordings	 of
students	undressing.	Most	of	the	victims	were	ten-	to	fourteen-year-old	girls.18	According	to
Internet	service	provider	records,	administrators	accessed	the	recordings	ninety-eight	times,	at
all	hours	of	the	night,	and	from	several	states.19

No	Need	to	Call	the	Cops
Now,	 in	 many	 schools,	 closed-circuit	 television	 cameras	 and	 armed
police	officers	monitor	the	hallways,	metal	detectors	check	for	weapons,
drug	 dogs	 sniff	 lockers	 and	 backpacks,	 and	 drug-testing	 programs	 test
students’	urine	for	evidence	of	illegal	drug	use.	In	others	it’s	a	bit	more
low-key—principals	roam	the	halls	and	survey	the	lunchrooms,	guidance
counselors	 reach	 out	 to	 at-risk	 students,	 ID	 cards	 monitor	 and	 control
access,	 special	 programs	 identify	 problems	 and	 intervene	 when	things
start	to	go	wrong.	As	a	rule,	poorer	schools	with	more	minority	students
experience	 the	 first	 hard-core	 forms	 of	 surveillance	 and	 control,	 while
whiter,	more	affluent	schools	go	for	the	subtler	approaches.20	With	zero-
tolerance	policies	for	drugs	and	weapons	and	a	stronger	police	presence
in	 lower-income	 schools,	 we’re	 also	 seeing	 a	 rising	 use	 of	 criminal
sanctions	 for	 school-based	 misconduct,	 especially	 when	 it’s	 minority
youth	who	are	misbehaving.21
Whereas	students	once	might	have	received	a	detention	or	suspension

for	fighting	in	school,	for	example,	today	many	students	are	charged	with
assault	for	the	same	behavior,	courtesy	of	on-site	school	resource	officers
(SROs),	 who	 are	 police	 officers	 assigned	 to	 schools.2 2	The	 ability	 to
amass	 a	 criminal	 record	 for	 minor	 infractions	 has	 contributed	 to	 what
scholars	 call	 the	 school-to-prison	 pipeline,	 especially	 for	 inner-city,



minority	 males.2 3	This	 trend	 clearly	 contributes	 to	 the	 incarceration
epidemic	 in	 the	 United	 States,	 which	 now	 keeps	 close	 to	 2.3	 million
people	behind	bars.24	African	American	males	in	particular	bear	the	brunt
of	this,	since	they	are	incarcerated	seven	times	as	often	as	whites.25
Currently	SROs	walk	the	hallways	of	68	percent	of	all	high	schools	and

middle	schools	in	the	United	States.26	There’s	no	need	to	call	the	cops	if
something	 goes	 wrong,	 because	 they’re	 already	 there.	 These	 police
officers,	along	with	security	guards,	do	much	more	than	simply	respond
to	 crimes	 at	 schools,	 though.	 In	 their	 attempts	 to	 deter	 crime	 or
investigate	nonschool	crimes,	they	engage	in	systematic	surveillance	that
dramatically	alters	the	school	environment.	For	instance,	many	SROs	see
themselves	 as	 role	 models,	 so	 they	 eagerly	 chat	 with	 students,	 offer
career	 advice,	 and	 encourage	 confidences.	At	 the	 same	 time,	 SROs	 are
cultivating	 “informants”	who	 can	 tell	 them	about	 parties,	 burglaries,	 or
drug	 deals	 so	 the	 police	 can	 intervene.	 Similarly,	 when	 students	 are
questioned	 about	 wrongdoing	 or	 searched	 for	 illegal	 items,	 SROs	 are
frequently	 in	 the	 room	 with	 administrators	 and	 sometimes	 lead	 the
interrogations	 themselves.2 7	This	 is	 a	 big	 problem,	 because	 it
circumvents	constitutional	rights.	Students	are	questioned	without	being
read	their	Miranda	rights;	they	are	searched	without	probable	cause;	and
they	can	be	formally	charged	for	any	crime	discovered.28
For	all	you	“tough	on	crime”	readers	out	there,	we	should	point	out	that

a	 lot	 of	 students	 are	 being	 punished	 for	 ridiculous	 things.	 Six-year-old
Zachary	 Christie	 was	 suspended	 for	 bringing	 his	 new	 Cub	 Scout	 fork-
spoon-knife	 tool	 to	 his	 first-grade	 class	 to	 show	 his	 friends.2 9	Some
students	have	been	arrested	 for	 smuggling	 their	 cell	phones	onto	school
grounds,	 and	 others	 have	 been	 arrested	 for	 stepping	 out	 of	 a	 metal-
detector	 line.3 0	And	 how	 about	 doing	 time	 for	 a	 food	 fight?	 In	 2009,
twenty-five	students	at	Calumet	Middle	School	in	Chicago	were	arrested,
hauled	 off	 to	 jail,	 and	 charged	 with	 the	 misdemeanor	 of	 “reckless
conduct”	 for	 participating	 in	 a	 glorious	 food	 fight.3 1	Like	 a	 chemistry
experiment,	when	you	combine	zero-tolerance	policies,	fear,	surveillance,



and	 the	 police,	 these	 are	 some	 of	 the	 unexpected	 reactions	 that	 are
produced.

Are	You	Allowed	to	Eat	That?
The	 ongoing	 erosion	 of	 trust	 at	 schools	 can	 take	 many	 forms.	 For
instance,	 hundreds	 of	 schools	 have	 now	 implemented	 biometric
fingerprinting	 to	monitor	 and	 regulate	 student	 access	 to	 cafeteria	 food.
The	way	 the	 systems	work	 is	 fairly	 straightforward:	 students	have	 their
fingerprints	“captured”	by	an	optical	reader;	the	fingerprint	is	converted
into	 numerical	 code	 and	 associated	 with	 the	 student’s	 name	 or
identification	number;	 then	whenever	 the	 student	wants	 to	 buy	 a	 lunch,
she	 has	 to	 scan	 her	 fingerprint	 to	 make	 sure	 she’s	 permitted	 to	 eat.32
Some	 systems	 let	 parents	 prepay	 for	 food	 online	 through	 a	 website
interface.3 3	Students	 who	 qualify	 for	 federally	 subsidized	 meals	 are
scanned	 the	 same	way,	but	 the	bill	goes	 to	Uncle	Sam.3 4	In	 the	eyes	of
many	parents	and	school	administrators,	 the	 fingerprint	 system	 is	much
better	than	cash,	because	students	might	lose	money—or	give	it	away,	or
use	it	on	other	things.35	So	far	so	good,	but	the	surveillance	functions	are
robust.
With	 these	 biometric	 systems,	 student	 purchases	 can	 be	 tracked,

analyzed,	 and	 controlled.	As	 one	 story	 describes	 it,	 the	 system	 “allows
parents	to	pre-pay	for	school	lunches	as	well	as	monitor	their	children’s
food	 choices.	 The	 technology	 even	 enables	 parents	 to	 restrict	 their
children’s	choices	to	avoid	‘special	diet’	conflicts	or	to	prevent	children
from	purchasing	high	fat,	high	sugar	a	la	carte	items.”36	If	a	student	tries
to	 buy	 a	 slice	 of	 pizza	 or	 a	 soda	 but	 his	 parents	 have	 ruled	 out	 those
options,	 the	 purchases	 will	 be	 denied.	 How	 embarrassing!	 Parents	 will
also	 know	 exactly	what	 their	 children	 bought	 (and	 presumably	 ate),	 so
they	can	 talk	 to	 them	about	 it	 later	 (or	punish	 them).	This	becomes	one
more	way	parents	 can	 remotely	monitor	 their	 kids	 at	 school,	 similar	 to
online	dashboards	that	let	them	view	report	cards	or	test	results.37
And	whereas	sometimes	function	creep	is	accidental	and	unanticipated,



with	student	biometric	systems	it	is	planned.	For	instance,	the	system	at
one	elementary	school	“can	be	expanded,	at	no	additional	cost,	to	handle
time	 and	 attendance,	 event	 admission,	 parking	 lot	 security	 and	 the
tracking	 of	 students	 riding	 on	 school	 buses.”3 8	At	 other	 schools	 the
systems	can	be	tapped	to	check	out	library	books.39	And	a	similar	“palm
reading”	system	in	Scotland	allows	school	officials	“to	provide	biometric
access	control,	monitor	 truancy	 levels,	keep	an	eye	on	class	attendance,
and	provide	 time	management	 [i.e.,	workplace	 surveillance]	of	 staff.”40
With	 an	 integrated	 biometric	 system,	 just	 about	 any	 student	 or	 staff
activity	can	be	monitored	and	stored	in	digital	records.
Regardless	 of	 the	 intended	 purpose,	 the	 message	 for	 students	 is	 to

cooperate	 with	 this	 extended	 control	 and	 get	 used	 to	 it.	 In	 academic
language,	 we	 would	 say	 that	 students	 are	 “normalized”	 to	 this
surveillance—it	 becomes	 commonplace,	 unquestioned,	 and
unremarkable.	 When	 biometric	 systems	 were	 first	 introduced	 in	 the
2000s,	 some	 parents	 and	 civil	 liberties	 groups	 protested,	 and	 a	 few
schools	 decided	 to	 nix	 the	 systems.4 1	Nowadays	 there’s	 no	 debate	 and
almost	no	news	coverage;	instead,	parents	simply	fill	out	forms	so	their
children	can	be	fingerprinted	and	entered	into	the	database.
There’s	a	lot	of	pressure	on	parents	to	comply,	too.	When	all	the	other

kids	in	the	school	scan	their	fingers	to	eat	lunch,	how	stigmatizing	would
it	be	for	your	child	to	need	a	special	system?	In	some	cases,	when	parents
have	 refused	 because	 of	 privacy	 concerns,	 they’ve	 been	 told	 their
children	 wouldn’t	 be	 allowed	 to	 eat	 school	 lunches	 at	 all.4 2	Opted-out
children	have	been	forced	to	give	fingerprint	scans,	too.43	In	a	climate	of
complete,	expected	cooperation,	 there’s	little	room	for	autonomy,	either
for	students	or	for	parents.	The	“lessons”	for	students	are	that	they	aren’t
trusted	 with	 cash	 or	 food	 choices,	 that	 they	 should	 accept	 daily
fingerprinting	without	question,	and	that	deviation	from	the	norm	will	be
punished.

Tracking	Kids	Like	Cattle



Taking	 attendance	 at	 large	 public	 schools	 can	 be	 difficult.	When	 some
high	schools	have	over	four	thousand	students,44	recording	attendance	 is
a	 major	 paperwork	 burden	 for	 teachers	 and	 absorbs	 precious	 time	 that
could	 be	 spent	 on	 lessons,	 testing,	 or	 other	 things.	 But	 because	 public
schools	 receive	 revenue	 based	 on	 the	 number	 of	 students	 on	 campus,
school	 administrators	 have	 a	 financial	 incentive	 to	 count	 everyone
present.	 But	 many	 times	 students	 come	 to	 school,	 enter	 the	 fenced-in
facility,	 but	 don’t	 actually	 go	 to	 every	 class;	 instead	 they	 roam	 the
hallways,	 socialize	 in	 the	 gym,	 and	 play	 cat-and-mouse	 with	 security
personnel	charged	with	rounding	them	up.45	And	skipping	class	may	not
really	matter	in	the	grand	scheme	of	things—school	authorities	just	need
to	count	the	students	somehow	in	order	to	get	public	funding.46
The	solution?	Radio-frequency	identification	badges.	These	badges	can

track	class	 attendance	 too,	but	 students	don’t	 have	 to	go	 to	 class	 to	get
counted.	They’re	scanned	as	they	pass	through	the	front	gates	and	logged
as	“present”	at	school.	By	installing	these	systems,	some	school	districts
claim	they’ve	been	able	to	recoup	about	$100,000	a	year	in	state	funding
they	would	otherwise	have	lost.47
But	 saving	money	 can	 seem	 like	 a	 crude	 reason	 for	 exposing	kids	 to

high-tech	 surveillance,	 so	 school	 districts	 have	woven	 a	 bunch	of	 scary
yarns	 about	 child	 abductors,	 students	 trapped	 in	 burning	 buildings,	 and
other	 security	 and	 safety	 threats	 supposedly	 countered	 by	 their	 RFID
systems.4 8	While	 these	 fanciful	 threat	 and	 rescue	 scenarios	 might	 be
theoretically	 possible,	 none	 have	 been	 demonstrated,	 and	many	 parents
and	 students	 see	 right	 through	 the	 rhetoric.	 Parents	 have	 complained
about	students’	being	used	as	guinea	pigs	in	technological	experiments,49
and	 commentators	 have	 drawn	 comparisons	 with	 tracking	 livestock:
“RFID	might	be	fine	for	monitoring	inventory	in	a	warehouse	or	cattle	on
the	range,	but	it	is	inexcusable	to	treat	students	like	a	side	of	beef.”50
Nonetheless,	 school	 districts	 from	 the	 United	 States	 to	 Japan	 are

rolling	out	 these	systems	and	requiring	students	 to	use	them.	The	Texas
Education	Agency,	 for	 example,	 has	 said	 that	 while	 schools	 shouldn’t
force	students	to	carry	RFID	badges,	they	can	“take	disciplinary	action”



if	 they	 don’t.5 1	So	 much	 for	 choice.	 The	 coverage	 of	 the	 systems	 is
increasing,	 too.	 Some	 schools	 have	 placed	RFID	 detectors	 on	 buses,	 in
hallways,	 in	 cafeterias,	 and	 over	 bathroom	 doors	 so	 students’
whereabouts	can	be	tracked	at	all	 times.5 2	Students	definitely	notice	 the
surveillance.	One	Texas	 sixth-grader	 confided,	 “It	 feels	 like	 someone’s
watching	you	at	all	 times.”5 3	A	classmate	of	hers	 elaborated,	 “It	makes
you	 mindful	 knowing	 you	 could	 get	 caught	 if	 you	 do	 something
wrong.”5 4	Just	 like	Michel	 Foucault	 wrote	 about	 the	 panopticon,	 when
kids	 feel	 someone	might	be	watching	 all	 the	 time,	 they	may	 discipline
themselves	just	in	case.
Then	again,	RFID	systems	are	notoriously	insecure,	which	could	invite

mischievous	 kids—or	 ill-intentioned	 adults—to	 mess	 with	 the	 chips.
With	 relatively	 cheap	 handheld	 “skimmers,”	 people	 have	 successfully
read	RFID	cards	from	thirty	feet	away.55	You	could	probably	write	a	cell
phone	app	 to	do	 it.	Once	a	card	 is	 skimmed,	 it’s	not	hard	 to	program	a
new	card	with	 the	 captured	 information.5 6	We	can	 imagine	 all	 kinds	 of
scenarios	 where	 tech-savvy	 kids	 steal	 each	 other’s	 RFID	 numbers,
circulate	multiple	 copies	 of	 cards,	 or	 otherwise	 appropriate	 the	 system.
We’d	have	done	that	in	a	heartbeat	back	in	high	school.
The	 lessons	 from	 these	 RFID	 surveillance	 systems	 are	 a	 bit	 subtler

than	 simply	creating	new	vulnerabilities	 for	 students.	As	 the	quotations
show,	 the	 systems	communicate	 that	 students	 should	behave	 for	 fear	of
getting	 caught,	 not	because	 it’s	 the	 right	 thing	 to	do.	Also,	 the	 systems
care	more	 about	 being	 on	 school	 grounds	 than	 being	 in	 the	 classroom,
which	 could	 send	 the	message	 that	 containment	 and	 counting	 are	more
important	than	education.	Finally,	just	as	with	the	cafeteria	fingerprinting
systems,	 opting	 out	 is	 not	 a	 viable	 option,	 so	 clear	 value	 is	 placed	 on
conformity,	not	individuality.
The	Blackboard	Universe
The	software	platform	known	as	Blackboard	has	swept	the	education	industry.	Teachers	use	it
to	 communicate	with	 classes,	 organize	 assigned	 readings,	 and	 host	 online	 discussions.	 But
did	 you	 know	 about	 all	 the	 nifty	 surveillance	 features	 Blackboard	 brings	 to	 a	 teacher’s
desktop?	Traditional	services	like	recording	attendance,	managing	a	grade	book,	and	keeping
notes	 on	 students’	 performance	 are	 all	 there.	 But	 Blackboard	 also	 lets	 instructors	 monitor



exactly	which	students	open	up	which	online	readings	and	when	they	do	it.	Blackboard	also
counts	 up	 the	 frequency	 and	 length	 of	 online	 postings	 to	 discussion	 boards.	 Through
Blackboard’s	 paper-submission	portal,	 students’	writings	 are	 compared	with	writings	 across
the	 Internet	 and	 with	 all	 papers	 that	 have	 ever	 been	 submitted	 through	 Blackboard’s
SafeAssign	portal.	Not	surprisingly,	if	a	school	wants	to	branch	out,	Blackboard	also	provides
campuses	with	comprehensive	video	surveillance	installations.57

Testing
If	 you’ve	 ever	 been	 a	 student,	 you’ve	 almost	 certainly	 taken	 a	 test.	 In
fact,	 you’ve	 probably	 got	 a	 career’s	 worth	 of	 tests.	You	may	 not	 have
thought	of	 them	as	one	small	part	of	 learning	to	 live	 in	 the	surveillance
society,	 but	 that’s	 what	 they	 are.	 It	 started	 very	 early	 with	 diagnostic
testing	in	preschool	or	kindergarten,	progressed	to	simple	arithmetic	and
reading	 tests,	 then	 escalated	 to	 pulse-pounding	 midterms	 and	 anxiety-
inducing	finals.	We	devote	a	lot	of	energy	to	assessing	students’	learning.
Papers,	 exams,	 and	 quizzes	 are	 long-standing	 icons	 of	 stress,	 fear,	 and
accomplishment.	 In	 the	 past	 few	 decades,	machine-gradable	 exams	 and
computerized	 testing	 have	 emerged	 as	 relatively	 low-cost	 ways	 of
assessing	large	numbers	of	students	and	bypassing	the	idiosyncrasies	and
discretion	of	classroom	teachers.	The	educational	system	has	adapted	to
this	new	surveillance	technology	with	remarkable	speed.
Now	kindergartners	do	special	assignments	 teaching	them	how	to	use

their	number	2	pencils	to	fill	in	the	oval	bubble	below	the	little	duckie	or
the	 pretty	 pony.	 Later	 they	 use	 this	 valuable	 skill	 to	 take	 state	 and
federally	mandated	tests	and	college	entrance	exams	like	the	ACT	and	the
SAT.	Even	later,	they	can	sign	up	for	the	GRE,	the	GMAT,	or	the	LSAT
(there’s	no	end	to	the	places	you’ll	go	with	the	right	bubble-filling	skills).
In	 fact,	 there’s	 so	 much	 testing	 that	 the	 nation	 faces	 a	 shortage	 of

qualified	test	writers.	The	critical	job	of	designing	test	questions	is	being
shopped	out	to	freelancers	who	respond	to	ads	saying	things	like,	“Here’s
an	 opportunity	 to	 get	 paid	 by	 writing	 test	 questions	 for	 high-school
students.	 .	 .	 .	 Just	 think	 of	 it	 .	 .	 .	 instead	 of	 you	 taking	 the	 test,	 you’re
actually	 the	 one	 making	 the	 questions!!	 That’s	 something	 nice	 for	 a
change!”58



No	Child	Left	Behind
No	 Child	 Left	 Behind	 (NCLB)	 was	 a	 sweeping	 2002	 law	 designed	 to
implement	 a	 national	 system	of	 educational	 accountability	 by	 regularly
testing	 US	 students	 to	 see	 if	 they	 meet	 state-designed	 standards	 for
educational	 attainment.	 Under	 the	 law,	 kids	 are	 tested	 each	 year	 from
grades	three	through	eight,	then	once	more	in	high	school.	NCLB	means
it’s	not	just	students	who	are	graded	by	the	tests,	but	teachers	and	whole
schools	 as	 well.	 According	 to	 the	 guidelines,	 a	 school’s	 scores	 on
statewide	 tests	 must	 demonstrate	 adequate	 academic	 progress	 for	 the
student	body	as	a	whole	as	well	as	major	subgroups	within	it.	Subgroups
typically	 include	 the	 learning	 disabled,	 the	 poor,	 those	 with	 limited
English,	 and	 all	 major	 racial	 and	 ethnic	 groups.	 If	 a	 school	 or	any
subgroup	 fails	 to	show	adequate	performance,	consequences	 range	 from
shaming	 in	published	 reports	 to	closing	a	school	and	 firing	 the	staff.	 In
some	states	performance	bonuses	and	raises	are	 tied	 to	 test	 results.	 Just
imagine	how	seriously	teachers	and	principals	feel	about	tests	when	their
livelihoods	depend	on	it.
When	important	consequences	are	attached	to	tests	(that’s	why	they’re

called	high-stakes),	people	naturally	adjust	their	behavior.	College-bound
students	 flock	 to	 courses	 and	 programs	 that	 promise	 high	 scores,	 and
teachers	 reorganize	 their	 days	 to	make	 sure	 testing	 drills	 get	 plenty	 of
time.	We’ve	also	seen	a	shift	in	style	of	instruction	as	schools	move	away
from	things	that	don’t	directly	contribute	to	teaching	the	skills	needed	to
do	 well	 on	 the	 tests.	 Many	 of	 you	 have	 lived	 through	 the	 changes:
cutbacks	 in	art,	music,	gym,	and	other	subjects	not	covered	on	 the	 tests
are	 accompanied	 by	 “back	 to	 basics”	 approaches	 to	math,	 science,	 and
reading,	which	are	covered.	Some	schools	take	the	added	steps	of	pretest
pep	rallies,	bonus	days	off	for	students	who	pass,	and	special	prep	courses
for	those	who	struggle.	Just	as	students	adapt	the	way	they	study	to	their
knowledge	 of	 the	 teacher	 and	 the	 upcoming	 test,	 teachers	 tailor	 their
teaching	to	the	content	of	the	statewide	tests.	Obviously,	then,	the	tests	do
more	than	just	watch.	They	re-create	a	nation’s	classrooms.
This	 observation	 is	 an	 important	 lesson	 about	 the	 broader	 politics	 of



the	surveillance	society.	While	the	direct	translation	of	surveillance	may
be	 “watching	 from	 above,”	 surveillance	 is	 not,	 of	 course,	 just	 about
watching.	 It’s	 watching	 with	 a	 purpose.	 Frequently	 the	 purpose	 is
modifying	 behavior.	 Closed-circuit	 television	 cameras	 are	 not	 installed
just	 so	a	 security	officer	can	enjoy	stirring	video	coverage	of	a	parking
garage.	They’re	there	to	observe	and	discourage	unwanted	activity.	Drug
tests	 aren’t	 just	 a	 disinterested	 study	 of	 the	 personal	 lives	 of	 students,
truck	drivers,	 and	 job	applicants.	They’re	administered	with	 the	goal	of
detecting	and	discouraging	 illegal	 drug	 use.	And	 tests	 aren’t	 just	 about
seeing	 how	 much	 you	 know	 about	 long	 division.	 They’re	 about
conditioning	 you	 and	 teachers	 to	 perform	 in	 certain	 ways	 and	 accept
being	evaluated	on	your	performance.
Additionally,	 with	 new	 testing	 regimes,	 we	 get	 a	 standardizing	 of

content	over	thousands	of	classrooms,	schools,	and	districts;	a	centralized
command	 to	 focus	 on	 measurable	 basics	 like	 readin’	 and	 writin’	 and
’rithmetic;	 and	 a	 displacement	 of	 local	 authority	 by	 state	 and	 national
test-makers.	 With	 this,	 the	 powers	 of	 surveillance	 may	 well	 have
achieved	a	fundamental	reorganization	of	the	practices	of	local	control	in
American	public	education.	In	 this	 light,	 large-scale	surveillance	can	be
understood	as	a	powerful	mechanism	for	remaking	the	world.
The	Volvo	Effect
The	Volvo	effect	is	a	famous	concept	in	the	world	of	those	who	spend	a	lot	of	time	thinking
about	 standardized	 testing.5 9	It’s	 probably	 a	 bit	 out-of-date	 and	 should	 now	 be	 called	 the
Lexus	 effect	 or	 the	Mercedes	 effect.	 It	 comes	 from	 the	 simple	 fact	 that	 family	 income	 is	 a
powerful	 predictor	 of	 performance	on	 standardized	 tests—in	 short,	 count	 up	 the	 number	 of
upscale	vehicles	in	a	driveway	or	neighborhood,	and	you	can	get	a	pretty	good	sense	of	how
the	 kids	will	 score	 on	 their	 tests.	 In	 fact,	 a	 number	 of	 studies	 have	 found	 that	much	 of	 the
variation	 in	 test	 scores	 can	 be	 explained	 by	 differences	 in	 wealth,	 income,	 and	 family
status.60	Why?	Lots	of	reasons.	Some	argue	that	 it’s	 tied	to	 the	cultural	biases	built	 into	 the
tests	 and	 how	 they	 relate	 to	 the	 lives	 of	 the	 tested.	 (Essay	 questions	 about	 shopping	malls
make	a	 lot	more	sense	 to	kids	who	spend	 time	 in	malls.)	Another	 likely	reason	 is	 that	more
affluent	 families	 have	 the	 time	 and	 money	 for	 test	 preparation	 books	 or	 even	 dedicated
classes	or	 tutoring	sessions.	More	affluent	families	can	also	send	their	kids	 to	 the	 test	center
with	 a	 healthful	 breakfast	 and	 a	 top-notch	 calculator.	Also,	 since	 affluence	 and	 educational
achievement	 are	 closely	 linked	 in	 most—if	 not	 all—societies,	 more	 affluent	 families	 may
simply	take	testing	more	seriously.	Finally,	since	the	income	of	many	school	districts	comes
primarily	 from	 property	 taxes,	 spending	 on	 schools	 usually	 reflects	 the	 wealth	 of	 the



community.	The	class	bias	here	is	obvious.	But	don’t	overlook	the	implications	for	the	long
struggle	 with	 racial	 discrimination—given	 the	 close	 ties	 between	 race	 and	 affluence,
standardized	 tests	mask	 long-standing	 patterns	 of	 discrimination	 under	 a	 cloak	 of	 scientific
meritocracy.

Resistance	and	Opposition	at	Schools
It’s	 fascinating	 that	people	almost	 always	 find	ways	 to	 resist	or	oppose
surveillance.	Even	with	 something	as	vast	 and	daunting	as	 standardized
testing,	 there’s	 always	 some	 sort	 of	 negotiation	 as	 people	 probe	 the
boundaries	of	control	relationships,	 try	to	get	away	with	things,	or	fight
for	their	rights.	Resistance	can	sometimes	undermine	surveillance	efforts,
but	its	true	power	is	in	dispelling	myths	of	neutrality	and	objectivity	and
revealing	how	institutional	forms	of	control	are	always	political	and	often
discriminatory.
Standardized	 tests	 have	 been	 amazingly	 productive	 at	 generating

creative	 forms	 of	 resistance	 and	 cheating.	 And	 we’re	 not	 talking	 just
about	cheating	by	students,	which	is	old	news.	Across	the	United	States,
teachers,	 principals,	 and	 other	 school	 employees	 have	 engaged	 in
systematic	 cheating	 by	 coaching	 students,	 telling	 them	 the	 answers,
leaving	helpful	information	on	chalkboards,	or	correcting	students’	tests
after	 the	 fact.	 It’s	 not	 just	 a	 few	 bad	 apples,	 either—it’s	 systemic.	 In
Atlanta,	for	instance,	about	two	hundred	administrators	and	teachers	did
this	 in	 forty-four	 out	 of	 fifty-six	 schools.	 A	 subsequent	 investigation
found	that	“the	cheating	was	organized,	that	educators	and	administrators
would	 wear	 gloves	 so	 their	 fingerprints	 wouldn’t	 be	 detected	 and	 held
cheating	parties	where	they’d	get	together	and	change	grades.”61
At	 a	 school	 in	 Washington,	 DC,	 students’	 scores	 improved	 so

dramatically	 that	 each	 teacher	 received	 two	 bonuses	 of	 $8,000,	 and	 the
principal	 was	 awarded	 two	 bonuses	 of	 $10,000.6 2	Upon	 auditing,	 the
testing	company	found	a	statistically	improbable	rate	of	“wrong-to-right”
erasures	of	test	answers	for	that	school	and	over	a	hundred	other	schools
in	 the	 city.	 In	 fact,	 according	 to	 statisticians,	 “the	 odds	 are	 better	 for
winning	 the	 Powerball	 grand	 prize	 than	 having	 that	 many	 erasures	 by
chance.”6 3	Oops,	 busted!	 (By	 a	 secondary	 surveillance	 inspection,	 no



less.)
Just	as	you,	or	someone	you	know,	may	have	been	tempted	to	cheat	on

a	 test,	 teachers	 and	 administrators	 are	 falling	 prey	 to	 the	 same
temptations.	There	are	many	motivations	for	it.	In	some	areas,	teachers’
salaries	 and	 bonuses	 are	 tied	 to	 students’	 scores,	 so	 it’s	 a	 matter	 of
money.	In	other	areas,	test	scores	from	a	teacher’s	classroom	are	posted
in	 the	media,	 so	 it’s	 a	 matter	 of	 pride.	 In	 other	 situations,	 it’s	 a	 fight
against	a	testing	system	that	teachers	see	as	unnecessary,	discriminatory,
and	 insulting.	For	 others,	 it’s	 to	 protect	 a	 school	 from	NCLB	 sanctions
that	might	leave	children	even	worse	off.	In	some	cases,	it	seems	teachers
just	can’t	stop	teaching:	they	naturally	want	to	help	their	students	with	a
tough	 problem.	 The	 reasons	 often	 overlap,	 but	 they	 all	 point	 to	 an
ongoing	struggle	against	a	surveillance	system	seen	as	unfair	and	unjust.
Colorful	forms	of	resistance	to	school	surveillance	have	cropped	up	in

other	arenas	as	well.	In	2005,	DeWitt	Clinton	High	School	in	New	York
City	 started	 forcing	all	 students	 to	go	 through	metal	detectors	to	ensure
compliance	with	a	policy	against	cell	phones,	 iPods,	or	other	prohibited
items	on	campus.	Students	perceived	this	as	patently	unfair	and	possibly
discriminatory,	 especially	 since	 a	 more	 affluent	 public	 school	 a	 few
blocks	 away	 was	 not	 imposing	 similar	 restrictions.	 The	 school	 told
students	 they	should	arrive	early	 to	allow	 time	for	 the	screening,	which
required	them	to	remove	belts,	jewelry,	and	boots,	much	like	systems	at
airports.	They	would	not	be	granted	any	leeway	if	they	were	late	because
of	waiting	in	lines.	And	to	top	it	off,	all	off-campus	lunch	privileges	were
revoked	in	favor	of	a	new	“captive	lunch”	program.64
What	did	 students	 do?	Roughly	1,500	of	 them	held	 a	walkout	 on	 the

first	 day	 the	 new	 system	 went	 into	 effect.6 5	Instead	 of	 just	 leaving
campus,	 they	 trooped	 to	 the	 superintendent’s	 office,	 accompanied	 by
media	 and	 police,	 where	 they	 demanded	 a	 meeting	 and	 insisted	 on
change.	After	the	dust	settled,	the	new	protocol	remained	in	place,	but	the
walkout	 scored	 a	 huge	 symbolic	 victory	 and	 inspired	 other	 creative
outlets,	such	as	a	student	hip-hop	group	addressing	inequality.66
On	an	 everyday	 level,	 students	 play	 the	 system	 in	 a	 variety	 of	ways.



When	 they	wander	 the	hallways,	even	 if	 they	have	hall	passes,	 students
tend	 to	 skirt	 police	 and	 security	 guards.	 They	 engage	 in	 counter-
surveillance:	 watching	 the	 watchers,	 learning	 their	 patterns,	 and
exercising	evasion	tactics	to	avoid	being	hassled.67	Some	female	students
intentionally	 flirt	 and	 cultivate	 rapport	with	 security	 guards	 to	 increase
their	mobility	 (to	 go	 to	 the	 library,	 the	 bathroom,	 or	 leave	 campus	 and
return	 without	 a	 note).6 8	Still	 other	 students	 tempt	 fate	 by	 visiting
pornographic	websites	on	school	computers,	playing	proscribed	computer
games,	or	misbehaving	out	of	the	sight	of	cameras	or	authority	figures.69
Such	risk	taking	allows	students	to	test	 the	effectiveness	of	surveillance
systems	 and	 improvise	when	 they	 get	 caught;	 in	 these	ways,	 they	 both
assert	agency	and	resist	conformity.
Since	 surveillance	 systems	are	designed	 to	manage	us,	 it	 only	makes

sense	that	we	do	what	we	can	to	manage	them.	To	those	of	us	who	study
surveillance	 as	 a	 key	 part	 of	 the	 organization	 of	 power	 and	 control	 in
society,	 questions	 of	 when,	 how,	 and	 why	 people	 cooperate	 with
surveillance	become	very	important.	Cheating,	school	walkouts,	avoiding
or	 flirting	 with	 security	 guards,	 and	 risk	 taking	 are	 all	 symbolic
challenges	 to	 the	 system.	 Perhaps	 with	 the	 exception	 of	 the	 school
walkout,	 which	 started	 as	 a	 spontaneous	 event	 but	 quickly	 became
organized,	 these	 measures	 are	 all	 tactics	 of	everyday	 resistance—
informal,	 unorganized,	somet imes	illegal	 means	 of	 thwarting	 a
surveillance	 mechanism.	 Resistance	 is	 different	 from	 straight-out
opposition,	 which	 covers	 things	 like	 public	 protests,	 litigation,	 and
political	 organizing.	 Resistance	 is	 often	 quiet,	 even	 secret.	 It’s
unorganized.	And	 it’s	usually	explained	 in	 terms	of	personal	 interest	or
concern	 rather	 than	grand	 claims	 to	 liberty,	 equality,	 or	 justice	 (though
history	 suggests	 that	 almost	 anyone	 can	 make	 these	 arguments	 when
pressed).
The	Politics	of	Resistance
When	we	write	 about	 the	 political	 and	 social	 importance	 of	 everyday	 resistance,	we’re	 not
necessarily	 arguing	 for	 its	moral	 propriety.	An	 observation	 that	 something	 is	 politics	 is	 not
necessarily	 a	 claim	 that	 it’s	good	politics.	Whether	or	not	 something	 is	good	politics	 comes
down	to	our	personal	assessment	of	right	and	wrong	and	who	we’d	like	to	see	win	in	one	of



life’s	many	skirmishes	over	power	and	resources.

Resistance	defines	all	social	systems,	including	schools	but	extending
well	 beyond	 them.	 All	 sorts	 of	 things	 are	 covered	 under	 the	 idea	 of
everyday	 resistance,	 and	 you’ve	 almost	 certainly	 done	 some	 of	 them.
Working	under	the	table;	adjusting	your	time	sheets;	driving	with	a	radar
detector;	 using	 fake	 IDs;	 engaging	 in	 cash-and-barter	 economies;
supplying	clean	urine;	 and	cheating	on	 tests	 are	 just	 a	 few	of	 the	many
ways	 people	 find	 to	 evade,	 sidestep,	 or	 push	 back	 against	 surveillance.
Few	of	these	actions	are	socially	important	in	their	own	right,	but	when
we	reimagine	them	as	an	international	pattern	in	which	millions	of	people
find	small	ways	to	push	back	against	 the	powers	that	govern	their	 lives,
everyday	resistance	takes	on	a	critical	new	position	in	our	exploration	of
life	in	the	surveillance	society.

Conclusion
There’s	something	ironic	about	school	surveillance.	Education	is	the	one
institution	most	people	associate	with	empowerment.	This	can	be	seen	in
ever-popular	 narratives	 of	 education	 offering	 a	 bridge	 to	 future
employment	and	success,	or	 leading	 to	personal	growth	and	fulfillment.
The	 lessons	 taught	 by	 school	 surveillance,	 however,	 are	 inherently
disempowering.	 Students	 are	 expected	 to	 obediently	 submit	 to	 metal
detectors,	 searches,	RFID	 tracking,	 fingerprinting,	 tests,	 and	 everything
else.	Through	these	surveillance	rituals,	they’re	taught	that	if	they	deviate
from	the	norm	or	fail	to	follow	rules,	they’ll	be	punished.	Thanks	to	zero-
tolerance	 policies	 for	 infractions,	 good	 excuses,	 misunderstandings,	 or
remorse	for	wrongdoing	may	not	matter	at	all.	And	the	punishments	can
be	harsh,	such	as	being	arrested	by	on-site	police	officers	and	racking	up
a	criminal	record	without	even	leaving	the	school	grounds.
It’s	no	coincidence	that	Foucault	included	schools	in	his	list	of	modern

organizations	 that	had	disciplinary	effects	similar	 to	 the	panopticon’s. 70
Regimentation,	order,	visibility,	and	compliance	are	fundamental	goals	of
educational	 institutions.	Regardless	 of	 the	 official	 curriculum	 taught	 in
classrooms	or	 found	 in	 books,	 surveillance	 technologies	 and	 techniques



infuse	 schools	 and	 shape	 students’	 experiences	 and	 development.	 Even
the	 design	 of	 most	 schools	 prioritizes	 visibility,	 standardization,	 and
control:	Why	else	are	desks	lined	up	in	neat	rows	with	the	teacher’s	desk
in	front?
Surveillance	 in	 schools	 is	 particularly	 insidious	 because	 it	 can	 be	 so

hard	to	recognize.	It’s	just	how	things	are	done!	And	when	there	are	more
obvious	forms	of	surveillance,	such	as	CCTV	cameras	or	metal	detectors,
people	 tend	 to	 think	 of	 them	 as	 achieving	 discrete	 goals	 (e.g.,	 student
safety)	without	questioning	their	secondary,	unanticipated	effects.	Some
of	the	unplanned	lessons	of	school	surveillance	are	that	school	authorities
and	students	can’t	 trust	one	another,	students	have	few	rights,	and	rules
are	inflexible.	Another	lesson	is	that	authority	figures—from	teachers	to
parents	to	police—force	identities	on	students	(threatening	troublemaker
or	 vulnerable	 victim)	 and	 deter	 them	 from	 developing	 alternative
identities.	 Resistance	 to	 surveillance	 shows	 that	 there	 is	 still	 room	 for
educational	 empowerment,	 but	 it	 may	 happen	 in	 spite	 of,	 rather	 than
because	of,	the	way	schools	are	run.



5:	Watching	You	Work
It	was	the	moment	Anna	had	been	dreading.	Ever	since	a	coworker	logged
in	 to	Anna’s	computer	and	sent	 the	boss	an	e-mail	 saying,	“I’m	now	 in
the	office,”	she’d	known	it	might	come	back	to	bite	her.	And	it	did.	Here
she	was,	standing	in	front	of	him,	tears	welling,	trying	to	explain	that	she
didn’t	 tell	 her	 coworker	 to	 lie	 about	 what	 time	 she	 arrived.	 The	 boss
didn’t	 care,	 and	 he	 certainly	 didn’t	 believe	 her.	After	 all,	 his	 computer
system	 had	 discovered	 the	 “fact”	 of	 the	 erroneous	 e-mail,	 and	 he	 was
pleased	with	himself	for	unearthing	a	contradiction	in	Anna’s	record.
Because	she	typically	got	to	the	office	at	6:00	a.m.,	well	before	any	of

the	managers,	Anna	was	supposed	to	send	the	boss	an	e-mail,	and	its	time
stamp	 would	 serve	 as	 a	 clock-in	 time.	 Her	 coworker	thought	she	 was
doing	her	a	favor	by	clocking	her	in	when	she	was	late	for	work.	But	the
boss	was	suspicious—and	maybe	had	way	too	much	time	on	his	hands.	So
he	 logged	 in	 to	 the	electronic	 system	 for	 the	building’s	parking	garage,
pulled	up	the	time	she	swiped	her	parking	card,	and	compared	that	with
the	 time	posted	on	 the	e-mail.	Discrepancy	discovered!	The	e-mail	was
sent	forty-five	minutes	before	Anna’s	car	entered	the	garage.
With	 disbelief	 and	 anger	 mounting	 inside	 her,	 she	 listened	 to	 the

gloating	manager	inform	her	that	she	was	formally	on	probation	and	had
better	 start	 looking	 for	 another	 job.	 It	 didn’t	 matter	 that	 she	 routinely
worked	overtime	without	extra	pay.	 It	didn’t	matter	 that	 she	never	 took
the	ten-minute	breaks	allowed	by	law.	It	didn’t	matter	that	she	never	tried
to	deceive	anyone	about	what	time	she	arrived.	The	electronic	systems	of
the	office	and	building	had	been	 transformed	 into	 surveillance	 systems,
and	the	boss	was	eager	to	use	them	to	punish	her.
This	story	is	not	made	up.	It	happened	to	one	of	our	friends	a	few	years

back.	And	 it’s	also	not	exceptional.	Workplace	surveillance	 is	 the	norm
for	 just	 about	 all	 jobs.	 Sometimes	 surveillance	 technologies	 are	 direct
programs	 of	 observation	 clearly	 designed	 to	 monitor	 and	 discipline
employees,	 like	 drug	 testing	 or	 keystroke	 tracking.	 Other	 times,	 as	 in
Anna’s	 story,	 the	 technologies	 are	 designed	 for	 different	 purposes



(sending	e-mail	or	entering	a	parking	garage),	but	they	lend	themselves	to
surveillance.	This	second	set	of	uses	is	what	we’ve	referred	to	in	previous
chapters	 as	 function	 creep,	 because	 the	 systems	 creep	 beyond	 their
original	purposes.	Whatever	you	want	to	call	it,	the	workplace	is	crawling
with	surveillance,	and	a	lot	of	times	people	don’t	even	realize	it.

Taylorism:	The	Science	of	Working	Faster
Workplaces	have	always	been	places	of	surveillance.	In	some	accounts	of
early	 capitalism,	 one	 of	 the	 main	 reasons	 decentralized	 production
systems	 were	 first	 implemented	 in	 shops	 and	 then	 in	 factories	 was	 so
bosses	could	keep	a	closer	eye	on	their	workers.	Whether	people	work	in
shops	or	offices,	factories	or	fields,	techniques	of	monitoring	and	control
have	been	interwoven	with	labor	processes	for	a	long	time.	But	workplace
monitoring	encountered	a	fundamental	shift	in	the	early	twentieth	century
when	a	new	idea	was	born:	use	“scientific”	techniques	to	manage	workers
in	factories	to	achieve	optimal	efficiency.
Frederick	Winslow	Taylor,	one	of	the	engineers	at	the	heart	of	this	new

enterprise,	 used	 a	 stopwatch	 to	 time	 workers	 and	 analyzed	 their
movements	in	an	effort	to	discover	the	quickest	and	most	efficient	ways
to	perform	repetitive	tasks.1	One	of	the	problems	he	sought	to	eliminate
was	“soldiering,”	where	workers	would	deliberately	slow	down	to	make
labor	 less	 taxing	 and	 more	 tolerable.	 Taylor’s	 method	 consisted	 of
breaking	 down	 tasks	 into	 their	 components,	 assigning	 workers	 to	 the
tasks	they	performed	best,	and	disciplining	those	who	did	not	consistently
operate	 as	 quickly	 as	 possible.2	 This	 general	 technique	 was	 called
scientific	management;	today	it’s	often	referred	to	as	Taylorism.
Taylor	 was	 not	 simply	 looking	 to	 increase	 productivity	 and	 punish

workers.	He	was	advocating	for	the	formation	of	a	new	managerial	class
that	 he	 thought	 could	 bring	 about	 social	 and	 economic	 prosperity	 by
applying	scientific	principles	to	the	workplace.	In	1911	he	wrote,
All	the	 planning	which	 under	 the	 old	 system	was	 done	 by	 the	workman,	 as	 a	 result	 of	 his
personal	experience,	must	of	necessity	under	the	new	system	be	done	by	the	management	in
accordance	with	the	laws	of	the	science.	.	.	.	One	type	of	man	is	needed	to	plan	ahead	and	an



entirely	different	type	to	execute	the	work.3

From	this	quotation	we	see	that	Taylor	was	attempting	to	use	scientific
explanations	to	justify	the	subordination	of	workers	and	the	elevation	of
managers	 and	 engineers.	 Even	 today	 we	 may	 perceive	 managers,	 who
oversee	 our	 work,	 as	 a	 natural	 and	 necessary	 component	 of	 any
organization,	but	it	was	men	like	Taylor	who	created	this	“necessity.”4
One	 serious	 downside	 to	 scientific	 management	 is	 that	 it’s

dehumanizing—it	 treats	 workers	 like	 machine	 parts	 that	 can	 be
manipulated	 and	 discarded	 at	will.	 In	 1913	 some	workers	 at	 a	military
arsenal	wrote	to	their	congressman:
We	object	 to	 the	use	of	 the	Stop	Watch,	as	 it	 is	used	[as]	a	means	of	speeding	men	up	 to	a
point	 beyond	 their	 normal	 capacity.	 It	 is	 humiliating	 and	 savors	 too	 much	 of	 the	 slave
driver.	 .	 .	 .	 [The	Stop	Watch	 system]	has	 resulted	 in	accidents,	 inferior	work	and	numerous
abuses	such	as	no	American	Citizen	should	be	called	upon	to	endure.5

In	 response	 to	 opposition	 by	 arsenal	 workers	 and	 trade	 unions,
Congress	 eventually	 eliminated	 scientific	 management	 programs	 at	 all
federal	installations,6	but	the	ideas	have	continued	to	shape	management
practices	throughout	many	organizations.

Ford	Had	a	Better	Idea
Taylor	wasn’t	 the	only	one	 trying	 to	get	more	out	of	workers.	Drawing
inspiration	from	the	Chicago	meatpacking	industry,	Henry	Ford	 is	often
credited	 with	 instituting	 a	 version	 of	 scientific	 management	 in	 his
automobile	 assembly	 lines.	 Ford’s	 assembly	 lines	 are	 among	 the	 most
famous	 icons	 of	 industrial	 efficiency—they	 allowed	 for	 important
changes	in	the	visibility	and	accountability	of	workers,	who	were	now	in
the	open,	each	performing	one	specialized	task,	under	specific	guidelines
for	 speed	 and	 quality.	 But	 Ford’s	 surveillance	 extended	 beyond	 the
factory	 walls	 and	 into	 workers’	 homes.	 In	 1913	 Ford	 created	 a
Sociological	Department	 (later	 renamed	 the	Educational	Department)	 to
engage	in	a	moral	mission	of	monitoring	workers	outside	the	workplace
to	 ensure	 that	 they	 were	 upright	 individuals	 of	 good	 character.	 The
investigators	 of	 the	 Sociological	 Department	 “visited	 workers’	 homes



gathering	 information	 and	 giving	 advice	 on	 the	 intimate	 details	 of	 the
family	budget,	diet,	 living	arrangements,	 recreation,	 social	outlook,	and
morality.”7	Workers	were	 put	 on	 probation	 or	 fired	 if	 they	 “refused	 to
learn	English,	rejected	the	advice	of	the	investigator,	gambled,	[or]	drank
excessively.”8
While	 some	 of	 this	 may	 sound	 outrageously	 paternalistic	 today,

employers	 still	 make	 judgments	 about	 employees’	 character	 based	 on
how	 they	 look,	 how	 they	 talk,	 their	 sexual	 orientation,	 or	whether	 they
use	 prohibited	 recreational	 substances.	 Though	 many	 forms	 of
discrimination	 are	 now	 illegal,	 that	 doesn’t	 stop	 these	 practices	 from
happening	 behind	 the	 scenes.	And	 in	 some	 cases,	 as	with	 drug	 testing,
employees	 are	 still	 held	 accountable	 for	what	 they	do	when	 they’re	not
working,	regardless	of	whether	it	affects	their	job	performance.	(More	on
this	later.)

Surveillance	in	the	Modern	Workplace
Taylorism	 is	 alive	 and	 well	 in	 the	 surveillance	 society.	 The	 electronic
systems	 we	 use	 at	 work	 automatically	 log	 almost	 everything	 we	 do,
rendering	 our	 activities	 more	 “manageable”	 through	 analysis	 and
comparison.	 In	 other	 words,	 workplace	 technologies	 simultaneously
enable	 us	 to	 do	 our	 jobs	and	create	 data	 so	 others	 can	 evaluate	 our
performance.	Communications	scholar	Mark	Andrejevic	explains:
Keystroke	 monitoring	 programs,	 for	 example,	 deter	 employees	 from	 using	 computers	 for
non-work-related	 activities	 while	 they	 simultaneously	 provide	 a	 detailed	 record	 of	 worker
productivity.	Bar	code	scanners	in	supermarkets	serve	not	only	to	record	prices,	making	the
checkout	worker’s	job	faster	and	easier;	they	can	also	keep	track	of	the	checker’s	scan	rate	to
monitor	productivity,	as	can	portable,	networked,	GPS-equipped	devices	for	delivery	workers
and	truckers.9

Even	 the	 American	 farmer,	 a	 long-standing	 icon	 of	 independence,
might	 be	 driving	 a	 tractor	 with	 a	 GPS-computer	 interface	 that	 uses
satellites	to	guide	the	plowing	and	provides	full	reports	and	maps	on	the
day’s	coverage.10	We’ve	left	 the	stopwatch	in	the	dust.	Taylor	would	be
proud.



Currently	 about	 75	percent	 of	 employees	 at	American	 companies	 are
subjected	 to	regular	surveillance	at	the	workplace,	while	employees	who
use	 the	 Internet	 at	work	 stand	 a	 33	percent	 chance	of	 being	 exposed	 to
cons tant	surveillance.1 1	Even	 employees	 who	 engage	 in	 hard,
unrewarding	 manual	 labor,	 such	 as	 hotel	 housekeeping,	 are	 subject	 to
electronic	 scrutiny	 and	 performance	 monitoring.	 During	 a	 recent	 hotel
stay,	one	of	us	was	puzzled	that	the	housekeeping	person	assigned	to	his
room	 was	 visibly	 upset	 when	 he	 told	 her	 she	 didn’t	 need	 to	 clean	 the
room.	She	knocked	on	the	door	once	more	and	asked	if	she	could	use	the
phone.	As	she	picked	up	the	receiver,	she	explained	that	she	had	to	enter
her	code	into	the	room’s	phone	so	management	would	give	her	credit	for
making	up	 that	 room.	The	 telephone	 surveillance	 system	was	 gathering
metrics	about	the	number	of	rooms	cleaned,	how	fast	they	were	cleaned,
and	which	worker	was	 doing	 the	 cleaning.	 If	 guests	 complained,	 blame
would	be	easy	to	assign.	Likewise,	it’s	not	difficult	to	imagine	that	these
data	were	being	used	to	discipline—or	“motivate”—workers	who	cleaned
too	 slowly.	 Some	 hotels	 even	 track	 their	 housekeeping	 staff’s
productivity	with	a	cell	phone	app	that	measures	movement	and	speed	at
all	 times.1 2	If	 workers	 stand	 still	 or	 sit	 down	 for	 even	 a	 few	 seconds,
management	knows.

“This	Call	May	Be	Monitored”
Of	all	service-sector	jobs,	call	centers	push	workplace	surveillance	to	the
extreme.	 These	 jobs	 often	 crush	 workers	 together	 in	 a	 honeycomb	 of
cubicles	with	almost	no	privacy:	bosses	and	coworkers	can	hear	you	amid
the	 din	 of	 voices,	 can	 see	 you	 over	 the	 low	 walls,	 and	 can	 track	 your
minute-by-minute	productivity	score	on	LCD	monitors.1 3	The	electronic
surveillance	extends	much	further,	too.	At	most	call	centers,	such	as	the
ones	 operated	 by	 Time	 Warner	 Cable,	 expectations	 are	 broken	 down
second	 by	 second:	 “2	 minutes,	 30	 seconds—average	 length	 of	 call;	 16
seconds—the	maximum	time	a	customer	can	be	left	on	hold;	8	seconds—
the	time	to	complete	paperwork	between	calls.	Simply	finding	time	to	go
to	the	bathroom	can	be	tough.”14	Your	phone	must	be	active	at	almost	all



times,	typically	with	only	five	to	twenty	seconds	allowed	between	calls.15
In	 telemarketing	 call	 centers,	 automated	 systems	 called	 “predictive
dialing”	 increase	 pressure	 further	 by	 automatically	dialing	the	next	 call
as	 soon	 as	 the	 last	 one	 is	 terminated,	 pushing	 workers	 to	 achieve	 on-
phone	rates	of	up	to	fifty-four	minutes	each	hour.16	Of	course,	managers
can	listen	to	your	conversations	in	real	time	to	see	if	you	have	a	friendly
tone	 of	 voice	 and	 are	 technically	 competent,1 7	but	 evaluation	 of	 your
performance	 can	 happen	 retrospectively	 too,	 because	 all	 calls	 are
recorded	 and	 archived;	 all	 e-mails	 and	 computer	 keystrokes	 are	 saved;
just	about	everything	you	do,	in	fact,	is	instantly	converted	into	“data.”18
All	this	is	done	in	the	name	of	efficiency,	just	as	Taylor	proposed,	but

the	experience	is	grueling	for	workers.	Indeed,	“e-slave”	has	entered	the
urban	 slang	 lexicon	 to	 describe	 call-center	 employees	who	 put	 up	with
tremendous	stress,	work	long	hours,	and	have	unpredictable	schedules.19
Some	 workers	 refer	 to	 the	 call-center	 performance	 systems	 as	 a
“technological	whip”	that	automates	the	slave	driver’s	task,	contributing
to	a	general	climate	that	includes	“bullying,	impossible	sales	targets,	not
receiving	 wages	 on	 time,	 and	 hostility	 to	 unions.”2 0	Given	 this	 harsh
environment,	some	call	centers	have	an	annual	turnover	rate	of	over	100
percent.21
And	 managers	 are	 constantly	 on	 the	 lookout	 for	 ways	 to	 increase

output,	 even	 if	 it	 pushes	 workers	 to	 the	 breaking	 point.2 2	At	 a	 tech
support	call	center	operated	by	 the	Charles	Schwab	brokerage	firm,	one
worker	related:	“A	year	ago	we	had	three	minutes	after	each	call	to	write
up	what	happened.	That	was	called	‘wrap.’	Now	there’s	no	wrap	time;	we
have	 to	 write	 notes	 as	 we	 handle	 calls.”2 3	To	 cope	 with	 this	 labor
intensification,	 employees	 must	 shift	 that	 time	 on	 to	 customers;	 one
worker	at	a	different	call	center	explains:
What	you	end	up	doing	is	keeping	the	client	on	the	phone	while	you	enter	your	notes,	which
makes	 an	 already	 annoyed	 customer	 become	 even	more	 annoyed.	And	 doing	 that	 is	 just	 a
charade—you’re	 wasting	 the	 customer’s	 time	 just	 so	 you	 can	 avoid	 getting	 a	 “hit”	 [being
disciplined]	for	refusing	an	inbound	ring.24

“Your	Call	Is	Important	to	Us”



Have	you	 ever	 felt	 that	 your	 call	wasn’t	 taken	 in	 the	order	 received?	Well,	 you	were	 right.
“Customer	 relationship	 management”	 (CRM)	 systems	 triage	 calls	 in	 order	 of	 importance
based	on	how	valuable	you	are	 as	 a	 customer.	 If	 you	 fit	 the	 right	demographic,	 are	 calling
from	the	right	area	code,	buy	a	lot,	or	seldom	complain—all	of	that	is	logged	in	your	profile,
and	 you	 might	 be	 given	 preferential	 treatment	 because	 of	 it.	 Or	 if	 you’re	 not	 in	 a	 valued
category,	 you	 could	 be	 stuck	 forever	 in	 the	 purgatory	 of	 phone-tree	 mazes	 and	 on-hold
music.	 CRMs	 are	 social	 sorting	 systems	 par	 excellence:	 they’re	 automated,	 invisible,	 and
discriminatory.	Now	government	offices	also	use	them	to	manage	their	customers/citizens.25

Performance	Monitoring
Performance	monitoring	can	be	found	just	about	everywhere	these	days,
with	 the	 use	 of	 wireless	 order-entry	 systems	 to	 monitor	 servers	 in
restaurants,	GPS	devices	 to	 track	 truck	drivers,	or	databases	 to	evaluate
the	productivity	of	professors.	What	does	performance	monitoring	mean
to	 the	 people	 involved?	 From	 management’s	 perspective,	 it’s	 a
mechanism	 for	 achieving	 efficiency,	 accountability,	 and	 quality.	 It	 also
implies	 the	 ability	 to	make	 decisions,	 especially	 disciplinary	 decisions,
based	 on	 the	 results	 gathered.	 As	 the	 Institute	 for	 Management
Excellence	 puts	 it,	 “It	 is	 a	 fact	 of	 life	 that	 employee	 performance
monitoring,	 discipline	 and	 dealing	 with	 employee	 issues	 is	 part	 of	 a
manager’s	job—it	actually	defines	what	a	manager	is:	someone	who	has
the	authority	to	hire,	fire	and	discipline.”26
From	 the	 perspective	 of	 nonmanagement	 employees,	 performance

monitoring	 means	 that	 workers	 are	 subject	 to	 varying	 degrees	 of
surveillance	 and	 must	 strive	 to	 prove	 their	 worth.	 It’s	 a	 fancy	 way	 of
saying	 they	must	work	harder	and	compete	 for	scarce	resources	 to	have
any	 chance	 at	 job	 security,	 raises,	 or	 promotions.	 It	 implies	 a	 state	 of
insecurity	 for	 most	 employees	 and	 a	 lack	 of	 trust	 by	 managers.	At	 its
worst,	performance	monitoring	can	create	a	hostile	workplace;	at	its	best,
it	 can	 allow	 for	 structured	 feedback	 and	 improved	 performance.	 Either
way,	like	other	forms	of	surveillance,	it’s	always	an	expression	of	power.
Performance-monitoring	systems	shape	human	behavior	and	action.	As

we	 noted	 in	 the	 first	 chapter,	 technologies	 guide	 what	 is	 considered
possible	and	desirable.	With	a	critical	lens,	we	can	“read”	technologies	to
see	 what	 values	 they	 possess	 and	 what	 types	 of	 relationships	 they



produce:	 Competition	 or	 cooperation?	 Suspicion	 or	 trust?	 Hierarchy	 or
equality?	 At	 a	 very	 basic	 level,	 of	 course,	 performance-monitoring
regimes	are	antithetical	to	the	value	of	human	autonomy—the	underlying
premise	of	such	surveillance	is	that	humans	can’t	be	counted	on	to	self-
regulate	and	work	productively	without	close	bureaucratic	supervision.	In
this	way,	 performance	monitoring	 normalizes	 hierarchical	 relationships
between	 managers	 and	 workers.	 It	 makes	 it	s e e m	natural	 that
management	 should	 constantly	monitor	 and	 evaluate	 employees	 or	 that
managers	 should	 have	 power	 over	 others	 in	 the	 workplace.	 That	 these
statements	probably	sound	obvious	shows	how	persuasive	this	particular
management	 paradigm	 has	 been.	 In	 comparison,	 the	 idea	 of	 a	 more
democratic	workplace,	whether	 through	collective	bargaining	with	 labor
unions	 or	 simply	 through	 a	 more	 egalitarian	 structure,	 may	 sound
idealistic	 or	 inefficient,	 especially	 to	 American	 readers,	 even	 though
plenty	of	workplaces	thrive	under	such	models.27
Performance	monitoring	also	feeds	the	illusion	that	the	criteria	used	to

evaluate	 employees	 are	 objective	 and	 unbiased,	 even	 when	 there	 are
many	 standards	 for	 evaluating	 work	 (e.g.,	 quantity,	 quality,	 creativity,
effectiveness,	 customer	 satisfaction,	 teamwork,	 safety,	 employee
happiness).	 One	 unfortunate	 effect	 of	 widespread	 performance
monitoring	 is	 that	 it	 allows	 the	 criteria	 of	 competition,	 speed,	 and
efficiency	 to	outweigh	others	 that	might	be	 just	 as	good	or	even	better,
such	 as	 cooperation,	 trust,	 meaningful	 participation,	 or	 care.	 This
subordination	of	alternative	criteria	is	bad	enough	for	most	jobs,	because
it	 can	 diminish	 workers’	 satisfaction	 and	 investment.2 8	And	 in
professions	 intended	 to	 help	 others,	 such	 as	 teaching	 or	 nursing,
performance	monitoring	and	other	forms	of	Tayloristic	surveillance	may
have	even	more	harmful	effects.	Let’s	take	a	closer	look.

A	Day	with	Nurse	Betty:	Hospital	Tracking	Systems
Nurse	Betty	has	a	problem.	She	cares	deeply	about	her	patients	and	wants
to	give	them	the	attention	they	need	to	get	better	and	not	feel	frightened
or	 lonely.	But	 hospitals	 don’t	make	money	by	giving	 this	 kind	of	 care;



they	 make	 money	 by	 keeping	 all	 their	 beds	 full,	 running	 procedures,
assigning	 patients	 the	 bare	 minimum	 of	 nurse	 support,	 and	 quickly
discharging	them	once	the	profitable	tests	are	done	and	it’s	safe	for	them
to	leave—and	sometimes	before	it’s	safe.	By	speeding	up	“throughput”	in
this	 way,	 like	 factories,	 and	 by	 running	 a	 lot	 of	 tests,	 hospitals	 can
maximize	the	billing	potential	for	each	patient.29
Nurses	at	Betty’s	hospital,	and	at	many	others,	had	creatively	resisted

management’s	drive	 for	 increased	patient	 throughput.	One	way	 they	did
this	was	 to	 pretend	 patients	were	 still	 in	 the	 hospital	 even	 after	 they’d
been	discharged.	That	way	new	patients	wouldn’t	 be	 loaded	 in	 quite	 so
quickly.	Fewer	patients	 to	 take	care	of	meant	more	 time	could	be	spent
with	each	patient.	Being	responsible	for	fewer	patients	also	meant	nurses
didn’t	 feel	 quite	 so	 frenzied,	 stressed,	 and	 burned-out.	 This	 coping
mechanism	was	 possible	 because	Betty	 and	 her	 colleagues	 had	 to	 enter
data	into	a	computer	system	when	a	patient	was	discharged	so	the	room
could	be	cleaned	and	made	ready	for	 the	next	patient.	 If	nurses	delayed
entering	 these	 data,	 it	 would	 effectively	 slow	 down	 admissions	 and
reduce	the	number	of	patients	under	their	care.30
But	hospital	administrators	have	installed	new	surveillance	systems	to

make	 sure	Betty	 and	 others	 cooperate	with	 the	 assembly	 line.	One	 is	 a
bed	 management	 system	 that	 relies	 on	 radio-frequency	 identification
(RFID)	 tags	 for	 patients.	 Embedded	 in	 a	 patient’s	wristband,	 the	 small
RFID	 chip	 is	 automatically	 scanned	 when	 it	 passes	 detectors	 at	 the
hospital	exits.	As	soon	as	 the	wristband	 leaves	 the	hospital,	presumably
on	 a	 patient,	 the	 bed	 management	 system	 is	 triggered	 to	 update	 that
patient’s	room	status	to	“empty”	and	send	an	alert	so	housekeeping	staff
can	clean	 the	room.	Thus	new	patients	are	admitted	quickly,	and	nurses
are	 forced	 to	 adapt.	 In	 a	 constant	 battle	 over	 control	 of	 the	workplace,
some	 nurses	 have	 responded	 by	 removing	 patients’	 wristbands	 and
leaving	them	in	the	rooms.	The	danger	is	that	this	maneuver	more	clearly
constitutes	 intentional	 circumventing	 of	 the	 system	 rather	 than	 simply
“forgetting”	to	update	the	room	status	in	the	system.3 1	Thus	nurses	who
do	this	are	more	easily	disciplined.



Meanwhile,	 on	 another	 floor,	 hospital	 emergency	 departments	 worry
about	 admitting	too	 many	patients	or	admitting	patients	who	aren’t	sick
enough.	Because	only	so	many	beds	are	available,	it’s	better	for	them	to
be	occupied	by	the	sickest	patients	so	that	care	can	go	to	the	neediest	and
hospitals	can	generate	the	most	revenue.	It’s	a	tough	balance:	if	hospitals
have	empty	beds	they	make	less	money,	but	if	all	their	beds	are	full,	they
may	 have	 to	 divert	 needy	 patients	 to	 other	 hospitals	 (or	 have	 them
waiting	 on	 stretchers	 in	 hallways),	which	 is	 not	 good.	 So	 physicians	 in
emergency	departments	are	subjected	to	routine	performance	monitoring
and	 pressure	 to	 admit	 fewer	 patients.	 One	 hospital	 administrator
explained:
We	monitor	all	the	activity	of	all	our	docs.	We	give	them	reports	every	month	on	their	acuity,
their	time	to	disposition,	the	number	of	tests	per	doctor	per	diagnosis,	their	efficiency	in	terms
of	 what	 we	 pay	 through	 the	 department,	 and	 that’s	 all	 recorded.	And	 your	 abilities,	 your
bonuses,	 all	 that	 information	 is	 used	 as	 a	 360[-degree]	 view	 of	 you	 as	 an	 emergency
physician	 in	 the	 department.	 But	 if	 you’re	 admitting	 twenty-two	 percent	 or	 twenty-three
percent,	 twenty-four	 percent,	 then	 .	 .	 .	 you	 should	 be	 more	 tight	 with	 your	 admissions
because	 you’re	 actually	 losing	 [the	 hospital]	 money.	 .	 .	 .	The	 chairman	 would	 say,	 “You
know,	the	last	couple	months	you’ve	been	admitting	a	lot	more	percentiles.	Just	try	to	bring	it
down	a	little	bit.”32

Perhaps	 because	 of	 their	 high	 professional	 status,	 physicians	 are
probably	more	often	given	incentives	to	admit	fewer	patients	rather	than
punished	for	admitting	too	many.	Still,	performance	monitoring	can	serve
as	 public	 shaming,	 because	 monthly	 reports	 typically	 include	 names
alongside	performance	scores.
Another	hospital	surveillance	system	relies	on	RFID	tags	worn	by	the

staff.	 Under	 the	 Tayloristic	 name	 “workflow	 management,”
administrators	 use	 these	 tags	 to	 track	 the	 movements	 and	 locations	 of
staff	in	real	time.	The	ostensible	goal	is	to	reduce	redundant	movements,
minimize	inventory,	and	“rationalize”	hospitals	so	they	are	as	efficient	as
possible.3 3	While	 all	 that	 sounds	 smart	 and	 practical,	 surveillance	 is
always	about	control,	so	the	people	under	its	gaze	seldom	see	it	in	such	a
positive	light.
What	ends	up	happening	is	that	hospital	administrators	can’t	help	but

discipline	 workers	 whose	 locations	 are	 being	 tracked.	 In	 one	 case	 a



hospital	was	just	piloting	a	workflow	management	system	and	asked	staff
to	wear	RFID-embedded	badges.	An	administrator	saw	that	two	orderlies,
people	who	transport	patients,	were	hanging	out	at	a	loading	dock,	so	he
called	 them	 on	 their	 walkie-talkies	 and	 asked	 where	 they	 were.	 When
they	 both	 lied	 about	 their	 locations,	 the	 administrator	 stormed	 down	 to
the	 loading	dock	and	 fired	 them	on	 the	 spot.3 4	The	 intended	purpose	of
the	system	was	to	improve	efficiency,	and	workers	were	never	told	they’d
be	 spied	 on,	 but	 once	 the	 system	 was	 in	 place	 it	 was	 automatically
transformed	into	a	disciplinary	surveillance	technology.
Although	 various	 tracking	 and	 performance-monitoring	 systems	 in

hospitals	 may	 improve	 some	 measures	 of	 productivity,	 they	 may	 also
produce	unintended	consequences	that	burden	workers	and	their	patients.
If	 their	 primary	 goals	 are	 to	 increase	 throughput	 and	 save	 (or	 make)
money,	 then	 the	 health	 care	mission	 of	 these	 organizations	may	suffer.
Then	again,	many	people	and	communities	may	suffer	if	hospitals	go	out
of	 business,	 so	 the	 problems	 are	 much	 deeper	 and	more	 complex	 than
simply	 saying	 no	 to	 workplace	 surveillance	 and	 yes	 to	 care	 and
compassion.	 Nonetheless,	 many	 hospital	 staff	 find	 tracking	 systems
unreasonably	 invasive	and	 feel	 they	diminish	autonomy	and	 trust	 in	 the
workplace.3 5	Some	 nurses	 even	 intentionally	 smash	 RFID	 tags	 and
sabotage	 the	 systems.3 6	It	 stands	 to	 reason	 that	 authentically	 involving
workers	 in	 decision	 making	 and	 organizing	 workplaces	 to	 provide
incentives	 instead	 of	 punishments	 would	 boost	 morale	 and	 combat
arbitrary	abuses	of	power.
Cheers!
Bartending	may	look	 like	fun,	but	every	drink	bartenders	pour	can	be	scrutinized	by	RFID-
enabled	pour	spouts	and	wireless	surveillance	systems.	Want	 to	give	someone	a	bigger	shot
for	a	better	 tip?	Don’t	 try	 it	with	 these	 systems	 in	place.	They	send	 information	about	what
drink	was	 poured,	 by	whom,	 at	what	 time,	 how	many	 ounces	were	 poured	 and	 how	many
ounces	should	have	been	poured.	There	are	even	systems	for	regulating	the	pouring	of	draft
beers.	According	 to	 one	 bar	 owner:	 “My	 staff	 know	 their	 every	move	 is	 being	watched.	 If
they	are	doing	their	 jobs	well,	 I	will	see	it.	 If	 they	need	a	 tune	up	I	will	see	 it.	Even	if	I	see
things	days	later	I	can	go	back	to	the	archives	and	get	all	the	detail	I	need.”37	As	if	dealing
with	a	bunch	of	drunken	people	weren’t	hard	enough.



The	“Eyes	in	the	Sky”	at	Casinos
One	of	our	students	was	a	blackjack	dealer	at	a	casino.	She	described	the
elaborate	 rituals	 she	 had	 to	 perform	 for	 the	 invisible	 security	 staff
watching	 her	 through	 cameras	 mounted	 above	 her	 table.	 She	 had	 to
ensure	 that	 her	 hand	 of	 cards	 was	 never	 lifted	 more	 than	 forty-five
degrees	off	the	table;	she	had	to	position	the	deck	at	a	precise	angle	to	the
edge	of	the	table;	she	couldn’t	touch	her	cards	or	the	deck	unnecessarily,
because	it	might	be	construed	as	a	signal	to	a	player;	when	she	accepted
tips,	 she	 had	 to	 tap	 the	 chips	 against	 the	 table	 and	 immediately	 place
them	in	her	tip	container;	and	when	she	left	the	table,	she	had	to	clap	her
hands	 together	 and	 turn	 them	 palm	 up	 for	 the	 cameras	 to	 see.	 Any
deviation	 from	protocol	would	automatically	 trigger	an	 inspection	 from
security	that	could	result	in	disciplinary	action.
Casinos	are	test	beds	for	cutting-edge,	integrated	surveillance	systems.

Because	of	the	tens	of	billions	of	dollars	in	profits	they	make	each	year,38
they’re	 supercharged	 with	 systems	 many	 government	 agencies	 only
dream	 about.	 It’s	 not	 just	 the	 dealers	 who	 are	 being	 watched—it’s
everyone.	As	one	director	of	surveillance	puts	it,	“There’s	nowhere	on	the
casino	 floor	 that	 you	 can	 hide.”3 9	When	 people	walk	 into	 a	 casino,	 the
video	 cameras	 quickly	 process	 images	 of	 them	 through	 a	 facial
recognition	 system	 that	 determines	 whether	 they	 are	 in	 a	 database	 of
restricted	customers.4 0	If	 they	 are,	 staff	 in	 the	 security	 room	will	 radio
down	to	security	personnel	on	the	floor	to	escort	them	off	the	premises.
Even	 smaller	 casinos	 tend	 to	 have	 over	 a	 thousand	 cameras,	 some	 that
remain	 stationary	 over	 tables	 and	many	 that	 can	 pan,	 tilt,	 and	 zoom	 to
follow	people.41
In	 addition	 to	 elaborate	 camera	 systems	 and	 facial	 recognition

technologies,	casinos	now	have	a	way	to	track	chips	by	embedding	radio-
frequency	 identification	 tags	 in	every	one	of	 them.	These	“smart	chips”
can	 then	be	used	on	“intelligent	 tables”	 to	 track	 the	exact	bets	of	every
player,	determine	the	players’	value	so	they	can	be	“comped”	for	drinks
or	 shows	 if	 they’re	high	 rollers,	 and	deter	 the	 theft	or	 counterfeiting	of



chips.42	Security	staff	can	automatically	count	and	audit	chips	to	make	it
harder	for	cashiers	to	steal.	There	are	already	prototypes	in	the	works	for
RFID-embedded	cards,	but	until	 they’re	adopted	there	are	other	ways	to
monitor	 gamblers’	 hands:	 “A	 new	 technology	 from	 MindPlay	 reads
invisible	 codes	 on	 cards	 as	 they’re	 dealt	 from	 the	 shoe.	 The	 system
knows,	 in	 real	 time,	what	 players	 are	 holding	 and	 betting.	 Casinos	 can
snare	 card	 counters	 by	 comparing	 their	 play	 with	 known	 counting
strategies.”4 3	The	 goal	 is	 total	 transparency.	 And	 because	 casino
employees	 are	 involved	 in	 an	 estimated	 34	 percent	 of	 all	 instances	 of
theft	or	cheating,	they’re	watched	very	closely.44
Of	 course,	 surveillance	 doesn’t	 rely	 entirely	 on	 technologies.	 The

technologies	 are	 complemented	 by	 nested	 systems	 of	 people	 watching
people:	 inspectors	 watch	 dealers;	 pit	 bosses	 watch	 inspectors;	 floor
managers	watch	 pit	 bosses;	 security	 staff	watch	 everyone	 from	 another
room;	and	they	are	watched	by	other	security	staff	at	remote	locations.45
Besides	 deterring	 theft,	 some	 of	 the	 control	 functions	 are	 designed	 to
make	workers	more	accommodating	to	clientele.	For	instance,	dealers	are
expected	 to	 have	 “outgoing	 personalities,”	 put	 up	 with	 flirtation,	 and
encourage	players	to	make	higher	bets.46	Similarly,	waitresses	in	casinos
are	monitored	 to	make	 sure	 they	 act	 as	 “objects	 of	 desire”	 by	dressing
suggestively	 and	 flattering	 gamblers;	 if	 waitresses	 don’t	 cooperate,
bartenders	 slow	down	 their	drink	orders	 so	 they	 receive	worse	 tips.4 7	It
shouldn’t	 be	 unexpected	 that	 the	 “eyes	 in	 the	 sky”	 at	 casinos	 would
support	voyeurism,	objectification,	and	control	of	others—that’s	exactly
what	they’re	designed	to	do.

Corporate	Espionage
Jerry	Treppel	thought	someone	was	going	through	his	trash	at	night,	but
he	wasn’t	 sure,	 so	 he	 hired	 a	 private	 investigator.	 The	 PI	 hid	 behind	 a
fence	all	night	and,	sure	enough,	saw	two	men	take	Treppel’s	trash	away
and	put	decoy	replacement	trash	back	in	the	cans.	As	the	men	drove	off	in
a	gray	minivan,	 the	detective	discreetly	followed	them	and	then	 tracked



down	 their	 identities.	 The	 trash	 stealers	were	 private	 investigators	 too!
They	were	hired	by	the	Biovail	Corporation,	a	Canadian	pharmaceutical
company	 that	 Treppel	 was	 suing	 for	 allegedly	 damaging	 his	 career.48
(Treppel	was	a	securities	analyst	at	an	investment	firm.	When	he	advised
investors	to	sell	Biovail	stock,	that	company	insisted	he	be	reprimanded.
Soon	 after,	 he	 was	 fired.49)	 Hiring	 PIs	 is	 just	 one	 of	 the	 many
surveillance	 tactics	 corporations	 use	 to	 spy	 on	 individuals,	 other
companies,	 and	 governments.	 Welcome	 to	 the	 world	 of	 corporate
espionage.
In	 another	 telling	 case	 a	 few	 years	 ago,	 the	 technology	 company

Hewlett-Packard	 (HP)	 got	 into	 a	 lot	 of	 trouble	 for	 hiring	 private
investigators	who	had	little	respect	for	the	law.	Patricia	Dunn,	then	chair
of	HP’s	board	of	directors,	had	a	problem	with	board	members’	 leaking
secrets	 to	 the	 media.	 To	 find	 the	 culprits,	 she	 hired	 a	 firm	 of	 private
investigators	 that	 supposedly	 hired	 another	 company	 to	 engage	 in	 the
seedy	practice	of	“pretexting.”	Pretexting	is	an	identity	theft	technique	of
calling	a	company,	such	as	a	bank	or	public	utility,	and	pretending	to	be
someone	 else	 so	 you	 can	 get	 access	 to	 private	 information.	 In	 this
instance	PIs	got	the	Social	Security	numbers	and	phone	records	for	more
than	twenty-four	people,	including	HP	board	members,	other	employees,
and	nine	reporters.50	One	PI	changed	a	reporter’s	cell	phone	password	so
he	 could	 listen	 to	 her	messages	 and	 scrutinize	 her	 call	 log	without	 her
interrupting.51	Patricia	Dunn	and	others	involved	were	fired	and	charged
with	 four	 felony	 counts.	A	California	 judge,	who	was	 evidently	 soft	 on
(corporate)	crime,	dismissed	the	charges.52
What’s	 probably	most	 remarkable	 is	 that	 these	 examples	were	made

public	at	all.	Companies	engage	in	corporate	espionage	all	the	time.	They
want	to	discover	trade	secrets.	They	want	to	know	who’s	leaking	sensitive
information.	They	want	 to	know	what	 their	competitors	are	doing.	They
want	 to	 figure	 out	 who’s	 counterfeiting	 their	 products.5 3	They	 want	 to
know	a	lot,	and	they’re	sometimes	willing	to	transgress	ethical	and	legal
boundaries.	Employees	may	thus	be	the	unwitting	targets	of	surveillance
by	other	companies	or	by	their	own.



Because	corporate	espionage	is	commonplace,	private	investigators	are
busier	 than	ever.	Close	 to	 sixty	 thousand	PIs	 are	 licensed	 in	 the	United
States,	 and	 who	 knows	 how	many	more	 are	 unlicensed.5 4	Some	 of	 the
corporate	spies	are	even	current,	active-duty	CIA	agents	who	are	granted
permission	by	the	agency	to	“moonlight”	at	private	companies.55	And	the
spying	 isn’t	 just	 on	 behalf	 of	 high-powered	 technology	 and
pharmaceutical	 companies.	 The	 entertainment	 industry,	 the	 insurance
industry,	 the	chemical	 industry—they	all	do	 it.	Even	the	circus	 industry
has	 been	 involved	 with	 hiring	 PIs	 to	 infiltrate	 People	 for	 the	 Ethical
Treatment	of	Animals	and	other	animal	rights	groups.56	Espionage	is	now
a	key	risk	management	technique	used	by	many	companies.
For	 most	 employees,	 this	 just	 adds	 one	 more	 layer	 of	 (potential)

surveillance	to	their	lives.	In	addition	to	companies’	running	background
checks	before	hiring	people,	monitoring	their	electronic	communications,
and	 subjecting	 them	 to	 performance	 monitoring,	 employers	 and	 their
competitors	 may	 be	 digging	 through	 workers’	 trash	 or	 accessing	 their
phone	 records.	 It	 may	 be	 next	 to	 impossible	 for	 individuals	 to	 protect
themselves.	According	to	one	private	investigator,	“If	someone	is	willing
to	break	the	law	to	get	your	personal	info,	there’s	almost	nothing	you	can
do	to	prevent	them.”57	In	the	summer	of	2011,	the	world	discovered	just
how	 true	 this	was	when	we	 learned	 that	major	 newspapers	were	 hiring
private	 investigators	 to	 tap	 into	 the	 voice-mail	 systems	 of	 celebrities,
killed	 British	 soldiers,	 high-profile	 crime	 victims,	 and	members	 of	 the
royal	family.58

The	New	Ford:	Drug	Testing	and	Moral	Management
Early	 in	 this	chapter,	we	saw	 that	Henry	Ford	had	a	 special	department
monitoring	 the	 home	 lives	 of	 his	 employees	 to	 ensure	 that	 they	 were
living	up	to	his	moral	standards.	He	believed	that	the	ideal	workers	didn’t
just	 get	 the	 job	done;	 they	 lived	 their	 personal	 lives	 as	 the	Ford	Motor
Company	 preferred.	 These	 days	 this	 sort	 of	 corporate	 paternalism	is
frowned	on	as	overreaching—most	of	us	expect	that	if	we	do	a	good	job



while	we’re	on	the	clock,	the	rest	of	our	lives	belong	to	us.
But	do	they?	We’ve	given	several	examples	of	the	ways	contemporary

surveillance	 is	 used	 by	 businesses	 in	 their	 attempt	 to	 reduce	 risk	 and
successfully	 manage	 their	 workforce.	 Credit	 checks	 see	 if	 potential
employees	 are	 good	 with	 their	 money.	 Background	 checks	 search	 not
only	 for	 arrests	 or	 convictions,	 but	 also	 for	 past	 use	 of	 workers’
compensation	 or	 lawsuits.	 In	 many	 workplaces,	 regulations	 prohibit
hiring	smokers,	while	“wellness	programs”	give	special	encouragements
to	 those	 who	 work	 out	 in	 the	 company	 gym	 or	 pursue	 other	 healthful
lifestyle	 choices.	 It	 may	 not	 be	 enough	 that	 you’re	 a	 whiz	 at
programming—you	may	 need	 to	 be	 a	 healthy,	 nonsmoking,	 exercising,
debt-free	programmer	with	a	clean	 legal	history	and	no	 record	of	using
workers’	compensation.
One	 now	 commonplace	 example	 of	 this	 invasive	management	 is	 the

drug-testing	 frenzy	 that	 emerged	 back	 in	 the	 1980s.	 Testing	 job
applicants,	employees,	welfare	clients,	and	even	students	typically	can	be
done	with	 relatively	 low-cost	 kits	 that	 analyze	 a	urine	 sample	 to	detect
evidence	 of	 drug	 use.	 These	 tests	 measure	 certain	 residues	 left	 in	 the
body	long	 after	drug	use.	Because	of	 this	quirk	 in	 the	 technology,	drug-
testing	 programs	 provide	 no	 evidence	 regarding	 current	 intoxication	 or
impairment.	Instead,	 they	implement	a	24/7/365	monitoring	program	on
what	employees	take	into	their	bodies—a	far	more	encompassing	version
of	Henry	Ford’s	inspections	of	his	employees’	homes.
If	it	weren’t	for	all	the	human	pain,	wasted	money,	and	nasty	politics,

the	 saga	 of	 workplace	 drug	 testing	might	 be	 a	 comedy	 rather	 than	 the
tragedy	 it	 is.	 The	 movement	 began	 with	 a	 passion	 during	 the	 Reagan
administration’s	War	on	Drugs	of	the	1980s.	The	push	to	test	the	urine	of
America’s	blue-collar	workers	was	ready-made	for	the	politics	of	the	era.
As	part	of	the	War	on	Drugs,	workplace	drug	testing	deputized	America’s
employers	 as	 quasi-government	 enforcers	 of	 drug	 control	 laws.	 It
included	 overblown	 claims	 that	America’s	 workers	 were	 stoned;	 it	 put
labor	 unions	 in	 the	 position	 of	 seeming	 to	 defend	workers’	 right	 to	 be
stoned;	 and	 it	 offered	 a	 dramatic	 expansion	 of	 employers’	 power	 over
employees	 as	 the	 moralist	 commands	 followed	 workers	 home	 for	 the



weekend	and	on	 their	vacations.	Finally,	 it	meant	a	huge	new	stream	of
revenue	for	America’s	pharmaceutical	industry,	a	perennial	heavyweight
in	campaign	contributions.59
Drug-testing	 technology	 was	 first	 developed	 in	 prisons	 and	 the

military.	The	 next	wave	 of	 the	 rollout	was	 in	 safety-sensitive	 positions
like	pilots,	train	crews,	law	enforcement,	and	power	plant	personnel.	Job
applicants	 were	 brought	 into	 the	 game	 when	 prices	 dropped	 on	 low-
quality	 screening	 tests,	 and	 then	 in	 some	 areas	 those	 who	 applied	 for
public	 assistance	 were	 required	 to	 demonstrate	 their	 abstinence.	Along
the	way,	high	 school	 students	got	 in	on	 the	 fun	as	 some	districts	began
testing	 athletes	 and	 anyone	 else	 who	 participated	 in	 school-sponsored
activities.60
Yet	 this	sort	of	 testing	for	 illegal	drug	use	 just	doesn’t	make	a	 lot	of

sense.	 The	most	 damaging	 drug	 in	 the	American	workforce	 is	 alcohol,
which	 is	 almost	 never	 tested	 for	 and	 was	 never	 part	 of	 the	American
debate	over	drugs	in	the	workplace.	Another	puzzle	is	that	most	drug	tests
are	best	at	detecting	signs	of	marijuana,	which	can	stay	 in	 the	body	 for
weeks	 after	 use,	while	 evidence	of	more	 serious	drugs	disappears	more
quickly.	So	employee	drug	 testing	basically	skipped	 the	serious	stuff	 to
give	corporations	the	power	to	examine	the	marijuana	smoking	habits	of
their	 off-duty	 employees.	 Add	 in	 that	 drug	 tests	 don’t	 even	 measure
current	 impairment—only	 past	 use—and	 we’ve	 got	 some	 pretty	 major
disconnects	in	the	safety-testing	rationale.	The	almost	silly,	unnecessary
intrusion	 of	 these	 surveillance	 policies	 drives	 home	 a	 point	 we	 see	 in
several	parts	of	this	book:	surveillance	doesn’t	always	make	sense	from	a
technical,	 rational,	 problem-solving	perspective.	 Sometimes	 it	 seems	 to
be	 about	 power	 for	 power’s	 sake	 or	 inspired	 by	 other	 motives	 that
wouldn’t	stand	the	scrutiny	of	public	discussion.

Checking	You	Out
Chances	are	good	that	if	you	apply	for	a	job,	your	prospective	employers
will	 try	 to	 dig	 up	 some	 dirt	 on	 you.	 They	 may	 call	 your	 references,
request	 credit	 reports,	 or—as	 we’ve	 mentioned—run	 criminal



background	 checks.	 They’ll	 probably	 Google	 you	 too.	Additionally,	 75
percent	 of	 US	 companies	 now	 conduct	 formal	 searches	 of	 applicants’
online	 activity,	 and	 70	 percent	 admit	 rejecting	 candidates	 based	 on	 the
information	they’ve	found.61
Some	entrepreneurial	companies	have	sprung	up	to	help	employers	run

online	background	checks.	Social	Intelligence	is	one	of	the	big	ones,	and
it	 claims	 to	 do	 “deep”	web	 searches	 on	 individuals,	 tapping	 into	 social
networking	 sites,	 blogs,	 Tumblr,	 Craigslist,	Yahoo!	 groups,	 and	 many,
many	 more	 sites.6 2	They’ve	 even	 received	 the	 blessing	 of	 the	 Federal
Trade	 Commission	 to	 archive	a l l	social	 networking	 posts	 for	seven
years.6 3	So	 cleaning	 up	 your	 Facebook	 page	 a	 few	 months	 before
applying	for	a	 job	won’t	help	because	seven	years	of	posts	may	already
be	on	file,	ready	to	be	mined	for	any	compromising	tidbits.
Some	of	the	things	they	say	they	look	for	are	sexually	explicit	photos

or	videos,	racist	remarks,	or	evidence	of	illegal	activity.	But	there’s	also
a	gray	area	of	subjective	indicators	they	may	use	to	weed	out	candidates:
things	 like	 making	 inappropriate	 comments,	 holding	 marginal	 political
views,	or	having	a	questionable	lifestyle.64	The	chief	executive	of	Social
Intelligence	 says,	 for	 instance,	 that	 a	 red	 flag	was	 raised	 by	 a	 photo	 of
someone	 next	 to	 some	 large	marijuana	 plants	 in	 a	 greenhouse.6 5	While
we	 can	 easily	 see	 that	 this	 is	 not	 evidence	 of	 “illegal	 activity,”	 it	 was
suggestive	enough	to	eliminate	that	person	as	a	candidate.	Another	person
belonged	to	a	Facebook	group	supporting	the	exclusive	use	of	the	English
language	 in	 the	 United	 States.6 6	While	 we	 may	 not	 agree	 with	 this
position,	 it	 isn’t	 evidence	 that	 the	 person	 would	 treat	 non-English-
speaking	 people	 differently—indeed,	 belonging	 to	 a	 “group”	 isn’t	 even
proof	 that	 a	 person	 believes	 in	 that	 position.	 Discrimination	 against
prospective	 employees	 can	 take	 many	 forms,	 however,	 and	 some	 are
perfectly	 legal.	 Currently,	 for	 example,	 employers	 shouldn’t	 ask	 (or
search	 for	 information)	about	your	 race,	age,	 religion,	marital	 status,	or
disabilities,	 but	 federal	 employment	 law	 doesn’t	 prohibit	 them	 from
asking	about	your	sexual	orientation.67
Finally,	don’t	think	employers	will	stop	watching	your	online	activity



once	you’re	hired.	Social	Intelligence	also	offers	ongoing	monitoring	of
all	employee	posts,	photos,	videos,	and	groups	and	serves	up	“near	real-
time	notifications	and	alerts”	to	supervisors.68	So	if	someone	tagged	you
in	 a	 questionable	 photo	 over	 the	weekend,	 you	might	 be	 fired	 for	 it	 on
Monday	morning.	Think	of	it	as	Workplace	Surveillance	2.0.

Back	Talk
Now	a	high-priced	man	does	just	what	he’s	told	to	do,	and	no	back	talk.	Do	you	understand
that?	
—FREDERICK	WINSLOW	TAYLOR69

It	is	a	degradation	of	human	beings,	Damn	You.
—An	American	worker,	commenting	on	urine-based	drug	testing70

Despite	 Taylor’s	 hope,	 back	 talk	 has	 been	 a	 big	 part	 of	 the	 story	 of
workplace	 surveillance.	 A	 lot	 of	 resistance	 these	 days	 occurs	 on	 the
Internet	on	blogs,	websites,	and	other	“rant”	forums,	which	is	one	reason
companies	are	monitoring	these	media.	In	an	era	where	corporations	try
desperately	 to	 control	 their	public	 image,	 companies	 see	online	venting
by	 workers	 as	 a	 real	 threat	 that	 may	 damage	 profitability	 and	 perhaps
even	put	them	out	of	business.	And	there	are	an	overwhelming	number	of
“workplace	 sucks”	 sites:	 WalmartSucks,	 RadioShackSucks,
HomeDepotSucks,	and	thousands	more.71	It’s	not	clear	whether	such	sites
have	 been	 effective	 at	 reducing	 workplace	 surveillance,	 and	 they	 may
have	 increased	 it	 (as	 companies	monitor	 the	 sites	 and	 try	 to	 shut	 them
down),	 but	 they	 do	 offer	 a	 public	 venue	 for	 griping,	 outing	 unsavory
corporate	practices,	or	whistle-blowing.	They	also	provide	a	medium	for
isolated	 workers	 to	 join	 together	 and	 collectively	 push	 for	 policy
changes.72
In	a	more	 traditional	vein,	 labor	unions	have	been	at	 the	 forefront	of

political	 struggles	 over	 such	 things	 as	 employee	drug-testing	programs,
new	 means	 of	 tracking	 employees’	 locations,	 call	 and	 keystroke
monitoring,	 and	 test-based	 assessments	 of	 teacher	 performance.	 In	 our
discussions	 of	 ID	 cards	 and	 schools,	 we	 looked	 at	 the	 quiet,	 everyday
resistance	to	surveillance	that	individuals	practice	in	their	lives.	But	here



we’re	 going	 to	 note	 that	 the	 politics	 of	 surveillance	 also	 include	 some
prominent	public	battles	that	end	up	in	courts	and	legislatures.
It’s	 no	 surprise	 that	 workers	 fight	 back	 against	 surveillance—so	 do

corporations	 when	 they	 oppose	 regulatory	 inspection	 and	 government
agencies	when	they	fight	“sunshine”	 laws.	Surveillance	 is	an	expression
of	power	that	reduces	autonomy	and	expands	the	visibility	of	our	actions
—people	 and	organizations	 typically	 have	 a	 strong	 interest	 in	 opposing
intensified	scrutiny.	In	much	of	the	surveillance	covered	in	this	book,	the
people	 targeted	 are	 not	 well	 positioned	 to	 fight	 back.	 Consumers,	 for
example,	are	not	 typically	shopping	as	an	organized	group,	so	 they	 lack
the	information	and	collective	clout	to	do	much	about	anything.	Students,
criminal	 suspects,	 drivers,	 job	 applicants,	 and	 others	 typically	 find
themselves	in	the	same	lonely	and	powerless	boat.
But	 unionized	 workers	 have	 been	 a	 particularly	 strong	 source	 of

opposition	 to	 increasing	 surveillance.	 By	 pressuring	 legislators,	 filing
lawsuits,	and	working	with	regulatory	agencies,	unions	have	been	able	to
at	 least	 publicize	 and	 modify,	 if	 not	 fully	 prevent,	 increases	 in	 the
surveillance	 of	 their	workers.	Working	with	more	 specialized	 groups—
like	 the	 American	 Civil	 Liberties	 Union,	 the	 Electronic	 Privacy
Information	 Center,	 and	 Privacy	 International—unions	 try	 to	 play	 the
role	that	privacy	regulators	and	agencies	tend	to	neglect,	especially	in	the
United	 States.	 With	 US	 labor	 unions	 declining	 in	 membership	 and
political	influence,	one	of	the	most	effective	forms	of	political	opposition
to	surveillance	may	be	disappearing.	It	remains	to	be	seen	whether	online
tools	and	social	media	can	pick	up	the	slack	and	slow—or	roll	back—the
seemingly	inexorable	push	of	workplace	surveillance.

Conclusion
Like	schools,	the	typical	workplace	is	defined	by	the	struggle	to	manage
large	 numbers	 of	 people.	 In	 each	 environment,	 one	 group	 attempts	 to
exert	power	over	others.	And	in	each	environment,	too,	the	new	arsenal	of
the	 surveillance	 society	 is	 redefining	our	daily	 lives.	With	performance
monitoring,	 cubicle	 farms,	 keystroke	 tracking,	 background	checks,	 drug



testing,	and	all	the	other	facets	of	surveillance	in	the	modern	workplace,
the	 trends	 most	 famously	 linked	 to	 Frederick	 Winslow	 Taylor	 have
become	a	way	of	life.	Older	means	of	surveillance	such	as	audits,	double-
entry	 bookkeeping,	 time	 clocks,	 and	 simply	 concentrating	 workers	 in
single,	 observable	 locations	 now	 seem	 like	 quaint	 throwbacks	 to	 a
simpler	era.



6:	Security	at	Any	Cost?

Don’t	Touch	My	Junk
•	Thomas	Sawyer	was	mortified	as	the	urine	from	his	damaged	urostomy	bag	spilled	onto	his
shirt	and	ran	down	his	leg.	The	TSA	agent	was	evidently	overzealous	in	applying	the	new
“enhanced	pat-down”	to	Sawyer,	who	just	wanted	to	catch	his	flight,	not	become	a	spectacle
at	the	airport	screening	station.	Sawyer	commented	afterward:	“I’m	a	good	American.	I	know
why	we’re	doing	this	[airport	screening],	and	I	understand	it.	.	.	.	But	this	was	extremely
embarrassing,	and	it	didn’t	have	to	happen.	With	educated	TSA	workers,	it	wouldn’t	have
happened.”1

•	An	employee	of	ABC	News	also	reported	undergoing	a	humiliating	search	in	2010	at	the
hands	of	a	TSA	agent	in	the	days	before	Thanksgiving.	She	related:	“The	woman	who
checked	me	reached	her	hands	inside	my	underwear	and	felt	her	way	around.	.	.	.	It	was
basically	worse	than	going	to	the	gynecologist.	It	was	embarrassing.	It	was	demeaning.	It	was
inappropriate.”2

•	John	Tyner	gained	media	fame	when	he	decided	to	protest	the	deployment	of	full-body
scanners	and	aggressive	pat-downs	at	US	airports.	Before	the	required	search	could
commence,	he	told	the	TSA	agent,	“If	you	touch	my	junk,	I’m	going	to	have	you	arrested.”3
Tyner	himself	was	detained	and	threatened	with	a	fine	of	$10,000,	but	his	covert	cell	phone
recording	of	that	interaction	made	headlines	and	helped	spark	a	short-lived	“opt	out”
movement	of	people	refusing	to	undergo	full-body	scans.4	For	the	cause,	some	people	even
stripped	down	and	walked	around	airports	in	Speedos.5

Let’s	 face	 it:	 it’s	 rare	 for	 Americans	 to	 publicly	 protest	 national
security	provisions,	and	it’s	even	more	unusual	for	the	mainstream	media
t o	run	 stories	 when	 trouble	 erupts.	 After	 the	 terrorist	 attacks	 of
September	 11,	 2001,	most	Americans	 readily	 complied	with	 a	 series	 of
new	government	 security	programs.	But	 it	 struck	 a	nerve	when	airports
began	enhanced	pat-downs	and	electronic	 strip	 searches	using	 full-body
scanners,	which	can	peer	through	clothing.
As	 you	 know,	 a	 lot	 of	 contemporary	 surveillance	 is	 abstract	 and

remote,	 at	 least	 initially.	 It’s	 a	 bunch	 of	 computers	 collecting,	 sharing,
and	manipulating	data.	Usually	you	don’t	 even	know	 it’s	going	on.	But
there’s	nothing	abstract	about	someone	grabbing	your	crotch.	And	many
people	find	it	invasive	and	inappropriate	for	strangers	to	scrutinize	their
naked	 bodies,	 even	 if	 those	 people	 are	 far	 away	 and	 the	 images	 are



blurred.	 Another	 dimension	 to	 this,	 of	 course,	 is	 that	 many	 travelers
might	not	object	in	principle	to	random	searches	or	even	to	profiling,	but
they	find	it	insulting	that	they	would	be	chosen	for	systematic,	intensive
screening.
Still,	most	people	just	go	along	with	it.	They	say	things	like,	“If	that’s

what	you	have	 to	do	 to	keep	us	safe,	 that’s	what	you	have	 to	do.”6	The
assumption	 is,	 first	 off,	 that	 government	 surveillance	 and	 security
programs	are	keeping	us	safe.	Second,	people	apparently	believe	there	is
a	necessary	trade-off	between	security	and	liberty,	or	security	and	privacy
—that	 an	 increase	 in	 one	means	 a	 decrease	 in	 the	 other.	 Third,	 as	 the
sentiment	of	“that’s	what	you	have	to	do	to	be	safe”	illustrates,	efforts	to
protect	 people	 from	 terrorist	 attacks	 are	 ranked	 higher	 than	 any	 other
forms	 of	 protection—whether	 protection	 from	 illegal	 and	 degrading
searches,	from	radiation	from	full-body	scanners,	or	from	the	specter	of
an	increasingly	powerful	and	totalizing	security	infrastructure.
It’s	a	scary	world	out	there:	terrorists,	hostile	nations,	criminals,	drug

traffickers,	environmental	disasters,	economic	crises,	pandemic	diseases,
and	much	more.	All	these	threats	contribute	to	our	culture	of	insecurity.
In	 the	 face	 of	 these	 insecurities,	 we	 embrace	 nearly	 anything	 that
promises	 to	 keep	 us	 safe.	 With	 each	 crisis	 or	 media	 panic,	 we	 take
another	 giant	 leap	 into	 the	 surveillance	 society.	 This	 chapter	 explores
spreading	methods	of	surveillance	in	areas	like	border	control,	policing,
and	 airport	 security.	 We’ll	 suggest	 that	 there	 is	 little	 evidence	 that
surveillance	 actually	 makes	 us	 safer.	 This	 often	 puzzling	 world	 of
surveillance	and	security	 raises	challenging	questions	about	 the	roles	of
politics,	industry,	and	the	mass	media	in	creating	a	world	that	appears	so
frightening	 that	 comprehensive	 surveillance	 seems	 the	 only	 sane
response.

Exclusionary	Security	Systems	at	the	Airport
We’re	surrounded	by	security	systems,	and	not	just	the	screening	devices
at	airports	or	the	video	cameras	in	parking	lots.	The	locks	on	our	doors,
the	 alarm	 systems	 in	 our	 homes,	 and	 the	 walls	 around	 some	 of	 our



communities	 all	 protect	 us	 from	 harm	 in	 some	 way.	 Security	 is
fundamental	 to	 how	 societies	 are	 organized.	 Historically,	 people
gravitated	to	cities	for	economic	opportunity	and	sought	protection	from
invaders	by	building	city	walls	and	posting	sentries.	Similarly,	political
theorists	argue	that	nation-states	were	formed	in	part	to	keep	citizens	safe
from	outsiders.	But	in	trying	to	achieve	security,	one	must	always	make
decisions	 about	who	belongs	 and	who	doesn’t,	which	means	 security	 is
exclusionary	by	design.
These	 days	 our	 security	 systems	 are	 increasingly	 electronic	 and

automated.	 The	 latest	 gadgets	 and	 gizmos—from	 antivirus	 software	 to
facial	 recognition	cameras—are	used	 to	 identify	 threats,	protect	people,
and	 safeguard	 property.	Although	 that’s	 not	 necessarily	 a	 bad	 thing,	 it
does	mean	people	are	placing	a	lot	of	faith	in	technologies	to	work,	often
without	much	evidence.	Additionally,	automated	(or	partially	automated)
systems	 obscure	 the	 social	 exclusions	 inherent	 in	 security,	 which	 can
make	 biases	 seem	 natural	 or	 nonexistent	 unless	 you’re	 the	 one	 being
discriminated	against.
If	you’re	singled	out	as	a	security	threat,	you	may	never	find	out	why.

You’ll	 also	 have	 a	 hard	 time	 correcting	 your	 “risk”	 designation	 in	 the
system.	 For	 instance,	 no-fly	 lists	 are	 notorious	 for	 false	 positives
whereby	innocent	people	are	routinely	questioned	at	airports	or	excluded
from	flying	altogether.	One	Canadian	man	got	so	fed	up	with	repeatedly
being	interrogated	by	agents	and	missing	his	flights	 that	he	changed	his
legal	 name	 (from	Mario	 Labbé	 to	 François	Mario	 Labbé)	 just	 to	 avoid
future	 complications.	 It	 worked.7	 Civil	 rights	 organizations	 have	 been
vocal	in	pointing	out	that	there	appears	to	be	racial	and	religious	profiling
in	 the	 compiling	 of	 vast	 no-fly	 lists	 and	 terrorist	 watch	 lists,	 which
include	over	1	million	names	and	are	growing	all	the	time.8
Some	 notable	 figures	 who	 have	 been	 included	 on	 US	 no-fly	 lists

include	 Nelson	 Mandela,	 the	 former	 South	 African	 president	 and
recipient	 of	 the	 Nobel	 Peace	 Prize,	 and	 the	 late	 US	 senator	 Edward
Kennedy.	 Kennedy	 complained	 directly	 to	 Department	 of	 Homeland
Security	secretary	Tom	Ridge	to	get	his	name	removed	from	the	list.	But



since	most	people	don’t	have	a	direct	line	to	the	DHS	secretary,	they	have
to	try	the	bureaucratic	Traveler	Redress	Inquiry	Program	and	hope	for	the
best.	Homeland	Security	no-fly	lists	work	by	amassing	data	on	travelers
and	 potential	 travelers,	 automatically	 comparing	 passenger	 names	 with
no-fly	lists,	and	flagging	passengers	who	“match”	the	names	on	the	list	so
that	 they	 can	 be	 stopped,	 detained,	 or	 compelled	 to	 prove	 they	 aren’t
really	the	ones	thought	to	be	a	threat.	In	other	words,	the	system	doesn’t
just	 silently	 collect	 data;	 it	 also	 intervenes	 to	 control	 mobility.	 Even
travelers	who	don’t	experience	any	difficulty	with	such	systems	might	be
disturbed	 to	 learn	 that	 their	 personal	 details	 (name,	 age,	 address,	 credit
card	 number,	 emergency	 contact	 information,	 cell	 phone	 number,
political	opinions,	sexual	orientation,	health	information)	will	be	saved	in
the	 US	 system	 for	 at	 least	 fifteen	 years—something	 people	 in	 the
European	Union	are	especially	troubled	by	because	their	laws	put	a	five-
year	limit	on	saving	such	data.9
Security	 systems	 can	 involve	 hidden	 prejudices	 too.	 For	 instance,

facial	 recognition	 systems	can	have	more	 trouble	 identifying	 the	 sex	of
people	 from	 Asian	 ethnic	 groups	 than	 Caucasians,	 and	 some	 “smart”
cameras	will	even	ask	 if	someone	was	blinking	when	 they	 try	 to	snap	a
picture	of	an	Asian	person.10	Iris	scans,	used	at	US	borders,	tend	to	work
better	 with	 blue	 eyes	 and	 often	 fail	 at	 achieving	 matches	 for	 elderly
people,	 who	 may	 have	 cataracts	 or	 normal	 changes	 in	 eye	 structure.11
People	 who	 have	 visual	 impairments	 or	 must	 use	 wheelchairs	 will
similarly	have	trouble	getting	by	such	airport	screening	and	identification
systems.	Other	 biometric	 systems	 have	 a	 hard	 time	 identifying	 “black”
faces.12
It’s	important	to	talk	about	the	built-in	biases	of	these	security	systems

because	the	systems	are	often	pitched	as	neutral	alternatives	to	screening
by	humans.	This	is	especially	salient	in	light	of	the	numerous	complaints
about	 racial	 and	 religious	 profiling	 by	 airport	 security	 personnel.	 A
government	report	found	that	“67	percent	of	the	passengers	subjected	to
personal	searches	upon	entering	the	United	States	were	people	of	color”
and	that	“black	women	are	more	likely	than	any	other	U.S.	citizens	to	be



strip-searched.”1 3	If	 you	 are	 routinely	 targeted	 for	 additional	 searches
while	 other	 people	 are	 fast-tracked	 through	 the	 system,	 it	 might	 not
matter	much	whether	the	bias	resides	in	a	human	being	or	in	a	computer
code.
And	some	 people	 really	 are	 fast-tracked	 through	 airports	 and	 other

border	crossings.	For	 instance,	 the	NEXUS	program	 is	a	“preclearance”
program	that	allows	eligible	US	and	Canadian	travelers	to	move	rapidly
across	 border	 checkpoints	 between	 these	 countries.	 People	 fill	 out	 an
application	for	the	NEXUS	program,	undergo	background	checks,	submit
to	a	brief	interview,	pay	$50,	scan	their	irises	for	biometric	identification,
and	are	given	an	RFID-embedded	card	that	can	be	used	as	a	substitute	for
a	 passport.1 4	That’s	 right—no	 passport	 is	 needed	 to	 cross	 the	 border.
When	 people	 with	 NEXUS	 cards	 arrive	 at	 an	 immigration	 inspection
area,	they	can	go	straight	to	a	kiosk	where	they	swipe	their	cards	and	look
into	 a	 lens	 that	 scans	 their	 irises	 to	match	 their	 identity.	Poof!	They’re
free	to	cross	while	the	rest	of	us	move	slowly	through	the	snaking	lines
and	 prepare	 to	 play	 twenty	 questions	 with	 a	 dour	 border	 agent	 .	 .	 .	 or
worse.

Dangerous	Borders
Thermal	 sensors,	 motion	 detectors,	 and	 video	 cameras	 punctuate	 the
desert	landscape.	In	addition	to	the	ever-expanding	cordon	of	twenty-foot
fences	 and	 barbed	 wire,	 high-tech	 surveillance	 systems	 integrate
seamlessly	 into	 border	 control	 infrastructures,	 helping	 agents	 prevent
unlawful	 entry	 into	 the	 United	 States.	 That	 was	 the	 vision	 anyhow.	 In
2011	 the	 United	 States	 scrapped	 its	 Secure	 Border	 Initiative	 network
(SBInet),	disappointed	that	Boeing	had	blown	through	an	almost	billion-
dollar	budget	only	to	fail	in	achieving	the	dream	of	a	technology-fortified
border	 between	 the	 United	 States	 and	 Mexico.1 5	The	 SBInet	 “virtual
fence”	stalled	after	covering	only	fifty-three	out	of	two	thousand	miles	of
the	US	southern	border,	and	the	implemented	technology	was	glitchy	and
unreliable.1 6	This	 is	 just	 one	 example	 of	 a	 pattern	 seen	 in	 a	 global
security	industry	that	blossomed	after	9/11	and	has	consistently	profited



from	lucrative	contracts	with	very	little	effective	follow-through.17
Nonetheless,	 US	 borders	 remain	 riddled	with	 surveillance.	 There	 are

now	20,500	border	agents	and	1,200	National	Guard	 troops	policing	 the
border—a	 massive	 human	 surveillance	 force.1 8	As	 one	 might	 expect,
these	government	personnel	do	use	video	cameras,	ID-checking	systems,
drug-sniffing	 dogs,	 RFID	 scanners	 for	 precleared	 vehicles,	 and	 even
unmanned	aerial	drones,	which	we’ll	discuss	in	the	next	section.
Get	in	on	the	Action?
The	 state	 of	 Texas	 has	 a	 website	 called	 the	 Texas	Virtual	 Border	Watch	 that	 encourages
people	 to	 monitor	 webcams	 remotely,	 from	 the	 comfort	 of	 their	 own	 homes,	 and	 report
suspicious	activities	to	law	enforcement	by	e-mail.19	In	this	way,	authorities	attempt	to	enroll
the	public	in	border	surveillance	and	cultivate	support	for	border	fortification,	which	they	say
is	designed	to	“deny	drug	and	human	smugglers	unobserved	access	to	the	U.S.”20
Members	of	controversial	citizen	groups	like	the	Minuteman	Project	and	American	Border

Control	 have	 also	 taken	 it	 upon	 themselves	 to	 patrol	 border	 areas	 in	 attempts	 to	 spot
undocumented	 immigrants	and	report	 them	to	 the	authorities.	Using	binoculars,	night-vision
goggles,	drones,	and	other	surveillance	equipment,	members	of	such	groups	set	up	camp	in
forbidding	 environments	 like	 the	Arizona	 desert	 just	 north	 of	 Nogales.2 1	The	 Minuteman
Project	in	particular	has	drawn	a	lot	of	criticism	for	its	extreme	nativist	position	and	vigilante
tactics,	 which	 include	 the	 apparent	 unlawful	 imprisonment	 of	 immigrants.2 2	In	 turn,	 other
groups	 like	 the	 American	 Civil	 Liberties	 Union	 (ACLU)	 have	 taken	 to	 monitoring	 the
vigilante	groups	to	ensure	that	they	don’t	violate	the	rights	of	immigrants.

One	of	the	most	consistent	outcomes	of	surveillance	based	in	a	single
location	 is	 that	 it	 pushes	 people	 elsewhere	 to	 avoid	 detection.	 The
fortification	 of	 border	 areas	 in	 California	 and	 Texas	 has	 produced	 a
funnel	 effect	 so	 that	 undocumented	 immigrants	 now	 tend	 to	 cross	 the
border	at	some	of	its	most	dangerous	places,	including	the	harsh	Arizona
desert,	 resulting	in	hundreds	of	deaths	each	year.2 3	This	has	catalyzed	a
different	 kind	 of	 surveillance	 by	 humanitarian	 organizations	 seeking	 to
prevent	border	deaths.	The	group	Humane	Borders,	for	instance,	has	used
global	 positioning	 systems	 and	 geographic	 information	 systems	 to	map
the	 locations	 where	 clusters	 of	 deaths	 have	 occurred	 and	 erect	 water
stations	in	those	areas.	Each	of	the	more	than	one	hundred	water	stations
maintained	by	this	organization	is	“stocked	with	a	100-gallon	water	tank,
food,	clothing,	and	first-aid	kits”	and	marked	by	“a	blue	flag	flown	from



a	thirty-foot	pole.”24	Humane	Borders	has	also	produced	high-resolution
maps	 of	 dangerous	 border	 areas,	 locations	 of	 water	 stations,	 and
emergency	phone	numbers	and	distributed	these	maps	to	communities	in
Mexico.	 One	 remarkable	 finding	 is	 that	 border	 agents	 have	 tacit
agreements	with	humanitarian	groups	not	to	patrol	directly	around	water
stations;	otherwise	migrants	will	be	more	likely	to	avoid	these	lifesaving
resources	and	perhaps	die.25
There	 are	many	 other	manifestations	 of	 border	 surveillance.	 In	 2003

the	 European	 Union	 implemented	 the	 EURODAC	 system	 to	 collect
fingerprints	 and	 other	 information	 from	 individuals	 seeking	 asylum.
When	 refugees	 arrive	 in	 an	 EU	 country,	 that	 country	 is	 charged	 with
collecting	 biometric	 data	 on	 those	 over	 fourteen	 years	 old	 and	 sharing
that	information	with	all	partner	EU	countries	as	well	as	Iceland,	Norway,
and	Switzerland.	People	whose	fingerprints	are	already	in	the	system	will
be	routed	to	the	first	country	that	fingerprinted	them.26
While	 the	 initial	 intentions	 behind	 EURODAC	 may	 have	 been

reasonable,	 the	 system	 oversimplifies	 the	 plight	 of	 refugees	 and	 tosses
some	 of	 them	 into	 legal	 limbo.	After	 all,	 people	 fleeing	 persecution	 in
their	 home	 countries	 may	 not	 have	 the	 documents	 necessary	 to	 prove
citizenship.	So	how	can	they	prove	their	citizenship	in	a	country	that	may
be	persecuting	people	who	come	from	certain	ethnic	backgrounds	or	hold
the	 wrong	 religious	 or	 political	 beliefs?	 One	 solution	 border	 officials
have	come	up	with	 is	 to	give	asylum	seekers	“citizenship	 tests,”	asking
people	from	Sierra	Leone,	for	instance,	“What	is	the	name	of	the	largest
shopping	street	 in	Freetown?”2 7	If	you	come	from	a	small	village,	have
never	been	to	Freetown,	or	aren’t	affluent	enough	to	shop,	you	may	fail
such	 a	 test,	 which	 means	 you	 probably	 won’t	 be	 granted	 asylum	 and
won’t	be	sent	back	to	your	home	country	either.	Some	people	just	drift	in
such	 cases,	 living	 on	 the	 margins	 of	 society,	 but	 others	 wind	 up	 in
immigrant	 detention	 facilities	 where	 they	 may	 be	 held	 for	 years	 with
little	legal	recourse.28	There	are	even	reports	of	immigrants’	intentionally
infecting	themselves	with	HIV	in	order	to	be	granted	asylum	in	countries
like	 France,	 which	 has	 rules	 about	 not	 deporting	 people	 with	 life-



threatening	 illnesses	 that	 can’t	 be	 treated	 appropriately	 in	 their	 home
countries	 (unlike	 the	 United	 States,	 which	 automatically	 turns	 away
immigrants	with	HIV).29
Like	 most	 surveillance	 systems,	 EURODAC	 has	 morphed	 since	 its

inception,	 expanding	 its	 uses	 through	 function	 creep.	 When	 it	 was
initially	 conceived,	 safeguards	 ensured	 that	 fingerprints	 would	 be	 used
only	to	see	if	the	person	had	previously	filed	for	asylum.30	This	was	done
because	 under	 the	 privacy	 laws	 of	 some	 member	 countries,	 such	 as
France	 and	 the	 Netherlands,	 it	 was	 illegal	 to	 collect	 fingerprints	 from
people	 who	 weren’t	 criminal	 suspects.	 In	 2009,	 however,	 these
constraints	 were	 relaxed	 in	 the	 name	 of	 fighting	 terrorism	 and	 serious
crime.31

It’s	a	Bird.	It’s	a	Plane.	It’s	a	.	.	.	Drone?
A	pilot	of	an	unmanned	aerial	vehicle	(UAV)	or	“drone”	sits	in	front	of	a
video	 screen	 at	 March	 Air	 Reserve	 Base	 in	 California.	 He	 skillfully
guides	 his	 Predator	 drone	 to	 hover	 over	 suspected	 insurgents	 in	 Iraq,
nearly	 seven	 thousand	 miles	 away,	 and	 fires	 an	 air-to-ground	 Hellfire
missile	at	the	targets,	killing	them	all.	Then	he	packs	up	for	the	day	and
goes	to	his	son’s	soccer	game.32
Drones	are	the	next	big	thing	in	security-oriented	surveillance,	not	just

in	 war	 zones	 but	 also	 along	 borders,	 over	 farms,	 and	 in	 cities	 in	 the
United	States,	the	United	Kingdom,	and	elsewhere.	The	US	military	and
the	 CIA	 have	 embraced	 drones	 as	 essential	 weapons	 in	 the	 “war	 on
terror”	 and	 have	 flown	 tens	 of	 thousands	 of	 missions	 and	 launched
hundreds	of	missile	attacks	in	Iraq,	Afghanistan,	and	Pakistan.33	The	two
main	 types	 of	 drones	 are	 the	 MQ-1	 Predator,	 which	 is	 best	 suited	 for
constant	overhead	surveillance	but	 is	also	often	equipped	with	missiles,
and	 the	 more	 advanced	 MQ-9	 Reaper,	 which	 is	 “designed	 to	 go	 after
time-sensitive	 targets	 with	 persistence	 and	 precision,	 and	 destroy	 or
disable	those	targets	with	500-pound	bombs	and	Hellfire	missiles.”34	The
name	 Reaper	 was	 obviously	 chosen	 to	 connote	 death,	 and	 US	 generals



have	referred	to	it	as	a	hunter-killer	weapons	system.35
Although	they	are	touted	as	precision	systems,	drones	are	responsible

for	numerous	documented	cases	of	“collateral	damage,”	where	 innocent
civilians	 or	 allies	 are	wrongfully	 targeted	 and	 killed.3 6	The	 unintended
killings	 may	 be	 due	 in	 part	 to	 the	 lack	 of	 detailed	 intelligence	 or	 the
difficulty	 of	 differentiating	 between	 combatant	 and	 civilian,	 but	 drone
systems	 may	 also	 lend	 themselves	 to	 dangerous	 presumptions	 of
omniscience	and	quick	action.	“‘It’s	like	a	video	game,’	says	one	analyst
who	served	at	U.S.	Central	Command	headquarters	in	Camp	As	Sayliyah
in	Qatar.	‘It	can	get	a	little	bloodthirsty.	But	it’s	fucking	cool.’ ”37	Unlike
a	 video	 game,	 however,	 there	 are	 very	 real,	 violent	 results	 from	 the
actions	of	drone	pilots.
The	 pilots	 aren’t	 immune	 to	 psychological	 effects,	 either.	 “You	 do

stick	 around	 and	 see	 the	 aftermath	 of	 what	 you	 did,	 and	 that	 does
personalize	 the	 fight,”	 explains	 one	 drone	 operator.	 “You	 have	 a	 pretty
good	optical	picture	of	the	individuals	on	the	ground.	The	images	can	be
pretty	graphic,	pretty	vivid.”38	Drone	pilots	who	have	formerly	flown	F-
16	 fighter	 jets	 say	 they	 experience	 a	 lot	more	 emotional	 affect	 piloting
UAVs	 because,	 as	 one	 pilot	 puts	 it,	 “I	 feel	 more	 connected	 with	 the
ground	fight	than	I	ever	did	when	I	was	flying	over	the	top	[in	an	F-16]	at
20,000	feet.”3 9	Although	 they	might	 be	 able	 to	 sleep	 at	 home	 at	 night,
drone	 pilots	 can	 suffer	 psychological	 trauma,	 and	 the	 military	 is	 now
offering	psychiatric	treatment	and	psychological	and	spiritual	counseling
to	help	them	cope	with	it.40



FIGURE	6.1.	Heron	drone.	Photograph	from	Luis	Romero/Associated	Press.

Open	Signals
In	 2009	 it	 was	 discovered	 that	 Iraqi	 insurgents	 had	 been	 monitoring	 unencrypted	 video
footage	 from	 US	 Predator	 drones.	 The	 signals	 were	 intercepted	 using	 “$26	 off-the-shelf
software”	 and	 saved	 to	 the	 hard	 drives	 of	 laptop	 computers.4 1	Evidently	 US	 personnel
assumed	the	enemy	wouldn’t	have	this	basic	level	of	technological	sophistication.	Hubris	is	a
remarkable	thing.	And	sometimes	a	very	effective	way	of	resisting	surveillance	is	to	co-opt	it.

Drones	 are	 also	 being	 used	 to	 patrol	 US	 borders	 with	 Mexico	 and
Canada,	as	a	component	of	 the	virtual	 fence	project	discussed	above.	 In
2006	the	United	States	spent	$100	million	on	UAVs,	and	by	2010	it	was
operating	 six	 unarmed	Predator	 drones	 along	 the	United	States–Mexico
border	and	testing	drones	along	the	United	States–Canada	border.4 2	Just
as	the	deployment	of	drones	has	increased	in	war	zones	in	recent	years,	so
too	have	they	become	a	staple	of	border	security.	Thus,	in	2010	President
Obama	“signed	legislation	to	spend	$600	million	on	two	more	unmanned
drones	to	patrol	the	border	and	on	1,500	additional	Border	Patrol	agents



and	 other	 law-enforcement	 personnel	 to	 crack	 down	 on	 illegal
immigrants	and	drug	traffickers.”43
Even	 local	 police	 departments	 are	 now	 using	 drones.	According	 to	 a

2006	report,	“One	North	Carolina	county	is	using	a	UAV	equipped	with
low-light	and	infrared	cameras	to	keep	watch	on	its	citizens.	The	aircraft
has	 been	 dispatched	 to	 monitor	 gatherings	 of	 motorcycle	 riders	 at	 the
Gaston	County	fairgrounds	from	just	a	few	hundred	feet	in	the	air—close
enough	 to	 identify	 faces.”4 4	The	 Houston	 and	 Las	 Vegas	 Police
Departments	 have	 also	 tested	 drones	 to	 assist	 with	 investigations	 and
monitor	 special	 events.4 5	And	 in	Merseyside,	 UK,	 the	 police	 are	 using
small	 helicopter	 drones	 to	 investigate	 not-so-threatening	 crimes	 like
antisocial	behavior	and	public	disorder.46
The	 increase	 in	 drone	 surveillance	 raises	 a	 number	 of	 important

questions.	 Is	 it	 ethical	 to	 use	 these	 systems	 to	 kill	 others,	 particularly
when	drones	seem	prone	to	collateral	damage?	Do	we	really	want	silent,
almost	invisible	technologies	of	war	hovering	over	our	cities,	scrutinizing
our	 every	 move?	 Will	 they	 be	 used	 in	 prejudicial	 ways	 to	 monitor
activists	or	others	engaged	 in	 lawful	activities?	How	safe	are	 they	from
an	aviation	perspective?	Will	they	cause	airplane	crashes	or	fall	into	our
homes	or	playgrounds	when	they	malfunction?	As	with	most	surveillance
systems,	 questions	 of	 this	 sort	 are	 not	 currently	 a	 part	 of	 mainstream
public	discourse,	but	they	absolutely	should	be.

Video	Surveillance:	The	Technology	of	Choice
A	 lot	 of	 people	 associate	 the	 word	surveillance	with	 video	 cameras
mounted	on	buildings	or	poles.	While	a	primary	goal	of	 this	book	 is	 to
show	 the	 diversity	 and	 ubiquity	 of	 new	 technologies	 of	 surveillance	 in
everyday	life,	the	good	old	video	camera	is	still	widely	used	and	remains
a	 potent	 symbol.	 Video	 camera	 systems	 have	 also	 undergone	 some
amazing	transformations	recently,	so	it’s	high	time	we	talked	about	them.
There	 are	 tens	 of	millions	 of	 video	 cameras—also	 known	 as	 closed-

circuit	television	(CCTV)	cameras—spread	around	the	world.	The	United
Kingdom	 was	 early	 to	 this	 party,	 responding	 in	 part	 to	 London	 bomb



attacks	by	the	Irish	Republican	Army	in	1993	and	1994	and	to	the	horrific
killing	 of	 two-year-old	 Jamie	 Bulger	 in	 1993,	 where	 video	 cameras
recorded	 the	 little	 boy	 being	 led	 away	 by	 his	 two	 ten-year-old
assailants.47	Thanks	to	generous	government	 investments,	by	2006	there
were	an	estimated	4.2	million	cameras	throughout	Britain—one	for	every
fourteen	people.48
Nowadays	China	is	the	clear	leader,	with	10	million	cameras	installed

throughout	 the	country.4 9	The	 industrial	city	of	Shenzhen,	which	churns
out	most	 of	 the	 consumer	 products	 in	 the	world	 today,	 alone	 had	 over
200,000	 surveillance	 cameras	 in	 2008	 and	 a	 projected	 2	 million	 by
2011.5 0	Shanghai	 also	 boasts	 50,000	 cameras	 and	 is	 planning	 to	 double
that	figure	by	2016.51	These	efforts	are	part	of	strategies	by	the	Chinese
government	 to	 implement	 a	massive	Golden	Shield	 surveillance	 system
that	 integrates	 video	 feeds,	 Internet	 use,	 phone	 tracking,	 voice
recognition	 systems,	 RFID-embedded	 identification	 cards,	 and	 facial
recognition	 technology,	 ostensibly	 for	 crime	 control.	 According	 to
journalist	Naomi	Klein,	“When	Golden	Shield	is	finished,	there	will	be	a
photo	in	those	databases	for	every	person	in	China:	1.3	billion	faces.”52
The	primary	uses	of	these	integrated	security	systems	in	China	appear

to	be	overt	censorship,	political	repression,	and	religious	persecution.	The
country	is	notorious	for	filtering	Internet	content	about	democracy,	Tibet,
or	 religion—behind	 the	 “Great	 Firewall”—and	 all	 Internet	 cafés	 are
required	 to	monitor	 their	patrons	with	CCTV	cameras	 linked	directly	 to
local	 police	 stations.5 3	Since	 the	 violent	 crackdowns	 on	 pro-democracy
activists	at	Tiananmen	Square	in	1989,	it’s	been	illegal	for	US	companies
to	sell	crime-control	equipment	to	China.	But	the	$33	billion	market	for
security	 systems	 in	 China	 is	 simply	 too	 lucrative	 for	US	 companies	 to
pass	 up,	 so	 Honeywell,	 IBM,	 General	 Electric,	 and	 others	 have	 been
ignoring	this	legal	prohibition	(or	exploiting	loopholes)	with	impunity.54
When	there	were	protests	in	Tibet	leading	up	to	the	2008	Olympic	Games
in	Beijing,	the	systems	were	used	to	shut	down	the	Internet,	block	phone
calls	and	text	messages,	direct	the	police	toward	organizers,	and	generate



media	propaganda.55
Indeed,	“mega-events”	like	the	Olympic	Games	or	the	World	Cup	have

been	 repeatedly	 harnessed	 by	 governments	 and	 industry	 to	 roll	 out
advanced	 surveillance	 systems	 with	 minimal	 opposition	 and	 at	 great
public	cost.56	The	2004	Olympic	Games	in	Greece,	for	instance,	saddled
the	 country	 with	 a	 $15	 billion	 bill,	 of	 which	 $1.5	 billion	 was	 for	 an
elaborate	 security	 system	 of	 cameras,	 blimps,	 helicopters,	 boats,	 and
keyword	 phone-tracking	 systems—not	 to	mention	 the	 seventy	 thousand
military	 and	 security	 personnel,	 many	 of	 them	 armed.5 7	After	 the
festivities	 are	 over,	 many	 of	 the	 security	 systems	 remain	 in	 place	 and
continue	 to	 be	 used	 to	 police	 the	 public,	 sometimes	 transforming
previously	 open	 spaces	 into	 highly	 fortified	 and	 surveilled	 ones.	 In
essence,	 mega-events	 have	 become	 a	 Trojan	 horse	 for	 radically
securitizing	cities	and	crushing	governments	with	debt,	while	the	global
security	industry	gains	handsomely.5 8	This	pattern	has	been	reproduced,
and	often	amplified,	wherever	such	events	are	held.	The	2008	Olympics
in	Beijing,	for	instance,	racked	up	an	estimated	total	cost	of	$44	billion,
with	 $6.5	 billion	 going	 to	 security,	 which	 included	 1	 million	 video
cameras	in	Beijing.59

But	It	Works,	Right?
Not	really.	While	it	might	help	police	target	individuals,	studies	show	that	video	surveillance
doesn’t	 deter	 violent	 crime,	 probably	 because	 such	 crimes	 are	 usually	 spontaneous,	 not
premeditated.60	So	CCTV	doesn’t	increase	safety,	and	it	might	make	people	less	safe	if	they
see	 cameras	 and	 (wrongly)	 presume	 that	 someone	 is	 watching	 and	will	 rush	 to	 their	 aid	 if
they’re	 in	need.	Most	 cameras	 aren’t	monitored	 in	 real	 time,	 so	 that’s	not	going	 to	happen.
CCTV	 does	 appear	 to	 reduce—or	 displace—some	 property	 crimes,	 and	 it	 can	 be	 useful	 in
prosecuting	criminals	after	the	fact.	But	all	things	considered,	simply	improving	street	lighting
has	 proved	 much	 more	 effective	 at	 reducing	 crime.	 This	 may	 change	 as	 the	 video
surveillance	systems	develop.

A	growing	 trend	 is	 toward	 integrating	CCTV	with	 other	 surveillance
systems,	 augmenting	 and	 extending	 their	 reach	 well	 beyond	 the	 two-
dimensional	visual	realm.	With	generous	funding	from	the	Department	of
Homeland	 Security,	 cities	 like	 Chicago	 have	 deployed	 a	 “smart
surveillance”	 system	of	 ten	 thousand	public	 and	private	 video	 cameras,



which	 can	 be	 monitored	 from	 a	 centralized	 control	 room	 at	 the	 city’s
police	 department	 or	 from	 mobile	 units	 driving	 around	 the	 city.	 The
cameras	aren’t	just	on	the	street;	they	include	cameras	in	schools,	public
housing,	and	other	indoor	locations.	Many	of	the	police	cameras	are	easy
to	 spot	 because	 they’re	 encased	 in	 white	 protective	 boxes	 with	 a
conspicuous	police	logo	and	a	blue	light	on	top.	What	is	not	as	obvious	is
that	 some	 of	 the	 camera	 units	 can	 also	 record	 sound	 (and	 in	 England
some	“shouting	cameras”	can	broadcast	sound:	“Throw	your	trash	in	the
bin!”).	Additionally,	 as	 part	 of	Chicago’s	Operation	Virtual	 Shield,	 the
cameras	 are	 just	 one	 component	 of	 a	 larger	 counterterrorism
infrastructure	 that	 includes	 sensors	 throughout	 the	 city	 for	 detecting
chemical	and	biological	agents.61

Eyes	on	the	Road
A	few	years	back,	the	big	excitement	was	about	police	cruiser	cameras	that	could	read	license
plates	 and	 initiate	 computer	 checks	 for	 wanted	 vehicles,	 red-light	 cameras	 that	 could
automatically	 cite	 drivers	 going	 through	 intersections	 too	 late	 on	 the	 yellow,	 and	 speed
cameras	 that	could	automatically	 ticket	 lead-footed	drivers.	But	now	it	all	comes	together	 in
one	 big	 package:	 “New	 camera	 and	 computer	 interface	 technologies	 being	 installed	 on
European	 highways	 can	 identify	 several	 violations	 at	 once	 and	 issue	 automatic	 citations.	A
quick	 check	 of	 speed	 and	 distance	 between	 vehicles	 covers	 laws	 against	 speeding	 and
tailgating.	A	 quick	 check	 on	 the	 license	 plate	 numbers	 covers	 registration,	 insurance,	 and
pending	warrants.	A	 quick	 glance	 inside	makes	 sure	 that	 everyone	 has	 his	 or	 her	 seat	 belt
securely	fastened.”62

While	 the	 systems	 haven’t	 yet	 achieved	 their	 full	 potential,	 the	 goal
with	smart	 surveillance	 is	 to	process	all	 the	video	and	audio	 feeds	with
software	analytics	 “to	 include	 such	 features	 as	 facial	 recognition,	 audio
(i.e.	 gunshot)	 recognition,	 pattern	 analysis,	 event	 storyboarding,	 gait
analysis,	 behavioral	 analytics	 and	 centralized	 case	 management.”63
Should	the	system	detect	a	gunshot	or	should	the	911	dispatcher	receive	a
call,	 the	 cameras	 will	 automatically	 pan	 toward	 the	 suspected	 location
and	 send	 their	 video	 feeds	 to	 police	 personnel	 en	 route	 to	 the	 scene.64
With	gait	and	pattern	recognition,	the	systems	can	also	be	programmed	to
identify	suspicious	groupings	of	people	and	send	alerts	to	authorities.	In
addition	 to	 tracking	 suspects	 or	 their	 vehicles	 in	 real	 time,	 the	 systems
can	 automatically	 search	 through	 their	 history	 to	 discover	 previous



footage	 of	 that	 person	 or	 vehicle.6 5	It	might	 sound	 like	 science	 fiction,
but	“smart	surveillance”	and	“automated	prediction”	are	upon	us.
Sexist	Surveillance?
If	 it’s	 true	 that	 the	 past	 can	 provide	 lessons	 for	 the	 future,	many	 of	 these	 developments	 in
video	surveillance	will	become	tools	of	high-tech	voyeurism.	Some	of	the	earliest	studies	of
video	 surveillance	 found	 that	 control-room	operators,	who	were	 almost	 always	men,	would
use	 CCTV	 to	 follow	women	around,	 zoom	 in	 on	 their	 butts	 or	 breasts,	 and	 print	 “screen
shots”	 of	 the	 women	 for	 the	 operators’	 enjoyment.	 Other	 findings	 were	 that	 operators
disproportionately	 follow	 young	 people	 and	 people	 of	 color.	 With	 all	 the	 technological
enhancements	we’ve	been	talking	about,	do	you	think	these	practices	will	dissipate?

When	video	surveillance	is	mediated	by	computer	algorithms,	we	face
a	host	of	social	and	technical	concerns.	Profiling	will	become	easier	and
more	 likely.	 It	 will	 be	 easier	 to	 compile	 detailed	 representations	 of
people’s	movements,	 locations,	 interactions,	and	social	networks.	These
“data	doubles”	may	seem	authentic	and	 true	even	when	 they	are	partial
and	 flawed.	And	 there’s	more.	Using	 algorithmic	 technology,	 computer
scientists	 have	 already	 devised	 a	 way	 to	 erase	 people	 or	 objects	 from
video	 feeds	in	 real	 time.6 6	In	 other	 words,	 anyone	 watching	 the	 video
feed,	 even	 live,	 will	 not	 see	 the	 element	 that	 is	 being	 erased.	 The
implications	 of	 this	 “diminished	 reality”	 should	 be	 terrifying.	 It’s
possible	 that	 the	 software	 could	 be	 used	 to	 protect	 the	 identities	 of
vulnerable	populations.	But	it’s	also	possible	that	those	with	the	power	to
do	 so	 might	 alter	 footage	 so	 that	 people	 engaged	 in	 criminal	 acts,	 for
instance,	could	simply	be	erased—or	worse,	replaced	with	a	video	image
of	an	innocent	person.	A	whole	new	kind	of	technological	literacy	will	be
necessary	 to	 think	 critically	 about	 the	 truth	 of	 images	 that	 can	 be
doctored	 automatically,	 without	 any	 direct	 human	 intervention	 or
awareness.67

Enter	the	Security	Network
AT&T’s	 room	 641A	 was	 always	 locked,	 and	 only	 National	 Security
Agency	(NSA)	technicians	had	access	to	it.	This	room,	in	the	company’s
San	Francisco	central	office,	was	strategically	chosen	for	its	proximity	to
the	 primary	 switch	 room	 where	 all	 public	 phone	 calls	 were	 routed.68



AT&T	 technician	 Mark	 Klein	 thought	 something	 was	 odd	 about	 this
arrangement	and	soon	discovered	that	the	fiber	optic	cables	to	the	switch
room	were	being	split	into	the	secret	NSA	room	so	that	all	domestic	and
international	 telecommunications	 signals	 could	 be	 monitored.	 Klein
further	found	out	that	the	NSA	had	installed	a	“semantic	traffic	analyzer”
that	 could	 capture	 and	 analyze	 all	 telecommunications	 data,	 not	 just
phone	calls.	In	his	words,	“Based	on	my	understanding	of	the	connections
and	equipment	at	issue,	it	appears	the	NSA	is	capable	of	conducting	what
amounts	 to	 vacuum-cleaner	 surveillance	 of	 all	 the	dat a	crossing	 the
internet—whether	that	be	peoples’	[ sic]	e-mail,	web	surfing	or	any	other
data.”69	Rather	than	the	room’s	being	an	anomaly,	it	turns	out	that	similar
secret	 rooms	 were	 set	 up	 at	 other	AT&T	 facilities	 as	 well	 as	 at	 many
other	telecommunications	companies.
This	story	of	secret	government	spy	rooms	probably	won’t	surprise	you

now,	 but	 in	 2003	 it	 was	 a	 monumental	 development	 in	 government
surveillance	of	citizens.	The	USA	Patriot	Act—passed	a	mere	forty-five
days	after	the	terrorist	attacks	on	September	11,	2001—already	permitted
law-enforcement	agencies	to	subpoena	information	from	Internet	service
providers,	 cable	 companies,	 banks,	 and	 educational	 institutions.7 0	This
law	also	allowed	the	FBI	to	serve	“national	security	letters”	on	libraries
or	other	organizations	demanding	information	on	patrons	without	needing
to	establish	the	important	legal	threshold	of	“probable	cause.”	If	you	got
a	letter,	you	also	got	a	bonus—a	gag	order	forbidding	you	to	tell	anyone
about	it,	even	your	lawyer.	Jail	time	awaited	those	who	talked.71
News	that	secret	NSA	surveillance	was	being	conducted	on	citizens,	in

collusion	with	telecommunications	companies,	was	a	big	deal;	so	big,	in,
fact	that,	at	the	request	of	the	White	House,	the	New	York	Times	held	the
story	 for	 a	 year	 before	 finally	 publishing	 it	 in	 2005—notably	after	the
2004	 presidential	 election.7 2	The	 NSA	 surveillance	 also	 violated	 the
Foreign	 Intelligence	 Surveillance	 Act	 (FISA)	 of	 1978.	 In	 a	 generous
move,	Congress	amended	FISA	in	2008	to	grant	retroactive	 immunity	 to
the	 parties	 involved	 in	 this	 illegal	 spying.	There	 is	 little	 doubt	 that	 the
practice	of	joint	public-private	surveillance	is	here	to	stay.



The	Public-Private	Partnership
For	 those	who	 take	 comfort	 in	 the	 idea	 that	 your	 phone	 calls,	 Facebook	posts,	 and	Google
searches	 are	 safely	 separated	 from	 the	 prying	 eyes	 of	 government	 agents,	 think	 again.	The
public-private	 partnership	 in	 surveillance	 is	 strong,	will	 continue	 to	 grow,	 and	 is	 very	well
hidden	from	any	meaningful	accountability.

Department	 of	 Homeland	 Security	 “fusion	 centers,”	 which	 we
mentioned	briefly	 in	chapter	2,	offer	another	window	on	to	this	growing
public-private	security	network.	After	9/11,	it	was	widely	recognized	that
obstacles	to	sharing	data	among	government	agencies	caused	a	failure	to
connect	 the	 dots	 to	 prevent	 the	 terrorist	 attacks.	 Fusion	 centers	 were
initially	 formed	 to	 assist	 with	 merging	 and	 analyzing	 disparate	data	 to
find	 meaningful	 patterns	 that	 could	 help	 with	 counter-terrorism	 or
criminal	 investigations.	 Housed	 mostly	 in	 local	 and	 state	 police
departments	 across	 the	 country,	 analysts	 in	 these	 centers	 operate	 tip
hotlines;	merge	 data	 from	 federal,	 state,	 local,	 and	 tribal	 agencies;	 and
purchase	data	from	private-sector	data	aggregators.
As	 we’ve	 seen,	 data	 aggregators	 possess	 a	 wealth	 of	 information	 on

individuals	 (ranging	 from	 credit	 card	 purchases	 to	 entertainment
preferences	 to	 demographic	 characteristics).	 The	 data	 aggregator
Entersect,	 for	 example,	 owns	 detailed	 records	 on	 98	 percent	 of
Americans,	 and	 it	 frequently	 passes	 those	 records	 on	 to	 DHS	 fusion
centers.73	This	is	a	troubling	development	because	it	suggests	that	should
law-enforcement	agents	want	to	know	something	about	you,	they	can	use
the	 fusion	 center	 to	 circumvent	 legal	 protections	 that	 previously	would
have	required	them	to	get	a	court	order	to	engage	in	surveillance.	It’s	also
a	 two-way	 street.	 Banks,	 universities,	 hotels,	 defense	 companies	 like
Boeing,	and	even	Starbucks	can	be	interpreted	as	“critical	infrastructure,”
so	fusion	centers	can	share	information	with	them	and	in	some	instances
even	allow	private-sector	representatives	to	be	a	part	of	investigations.74
The	blurring	of	boundaries	between	public-	and	private-sector	security

goes	much	deeper.	The	United	States	“spends	some	$42	billion	annually
on	 private	 intelligence	 contractors,	 up	 from	$17.5	 billion	 in	 2000.	That
means	 70	 per	 cent	 of	 the	 US	 intelligence	 budget	 is	 going	 to	 private
companies.”7 5	These	 numbers	 prove	 once	more	 that	 the	 classic	 idea	 of



Big	Brother	as	epitomized	by	repressive,	centralized	state	surveillance	is
no	 longer	 accurate.	 Instead,	 the	 security	 network	 described	 here	 is	 an
amalgam	of	state	and	corporate	actors,	disparate	databases,	and	often	ad
hoc	 practices.	 Our	 dominant	 ways	 of	 thinking	 about	 and	 regulating
government	surveillance	are	woefully	out-of-date.

WikiLeaks:	In	Pursuit	of	Transparency
Just	as	law-enforcement	agents	are	exploiting	the	fluid	exchange	of	data
afforded	by	network	technologies,	political	activists	are	harnessing	these
new	 potentials	 to	 expose	 state	 practices,	 sometimes	 to	 the	 dismay	 of
government	officials.	WikiLeaks	offers	a	powerful	case	in	point.	In	2010,
the	 WikiLeaks	 website	 published	 classified	 video	 footage	 (called
“Collateral	 Murder”)	 of	 a	 US	 helicopter	 strike	 on	 unarmed	 people	 in
Baghdad,	 including	 two	Reuters	 news	 agency	 reporters.	Apparently	 the
soldiers	in	the	helicopter	thought	the	video	cameras	the	reporters	carried
were	 rocket-propelled	 grenade	 launchers,	 so	 they	 proceeded	 to	 “Light
’em	 all	 up”	 and	 laugh	 about	 it.7 6	Over	 a	 dozen	 people	 were	 killed,
including	the	reporters,	and	two	children	were	badly	injured,	to	which	one
pilot	responded,	“Ah	damn.	Oh	well.”77
WikiLeaks	 followed	 up	 this	 posting	 with	 the	 release	 of	 confidential

“diplomatic	cables”	and	other	documents	confirming	what	many	people
had	 long	 known	 or	 suspected	 about	 Operation	 Enduring	 Freedom:	 that
drone	 strikes	 in	Afghanistan	 and	 Pakistan	 are	 on	 the	 rise,	 that	 civilian
deaths	are	covered	up	or	not	seriously	investigated,	that	truck	drivers	are
forced	to	bribe	Afghan	police,	and	that	the	Taliban	are	supported	by	the
Pakistani	 intelligence	 and	 army.7 8	Other	 potentially	 embarrassing	 leaks
concerned	US	frustration	with	Saudi	Arabia	for	permitting	wealthy	Saudi
organizations	 to	fund	Islamic	militants,	 including	the	Afghan	Taliban. 79
There	was	even	a	leak	about	the	United	States’	agreeing	to	investigate	the
activist	anti-whaling	organization	Sea	Shepherd	on	behalf	of	the	Japanese
government.80
The	 government	 outcry	 over	 WikiLeaks	 was	 vociferous.	 A	 chief



complaint	was	 that	 the	 cable	 release	might	 endanger	 agents,	 diplomats,
and	 informants,	 even	 though	WikiLeaks	 initially	 distributed	 the	 leaked
documents	 to	 reputable	news	organizations	 such	as	 the	New	York	Times
and	Le	 Monde,	 which	 redacted	 names	 and	 sent	 edited	 versions	 to	 the
Obama	 administration	 for	 further	 redactions.8 1	Nonetheless,	 the
organization	was	hard-hit	on	a	number	of	fronts:	Amazon	kicked	the	site
off	its	servers;	Visa,	MasterCard,	and	PayPal	refused	to	process	any	more
donations	 to	 the	 organization;	 the	 website	 and	 its	 “mirrors”	 were
inundated	 with	 cyber	 “denial	 of	 service”	 attacks;	 and	 the	 US	 Justice
Department	 opened	 an	 investigation	 into	 WikiLeaks	 founder	 Julian
Assange	and	was	considering	charging	him	with	espionage,	even	though
media	 releases	of	documents	are	protected	as	 freedom	of	 speech.8 2	The
suspected	 leaker	 of	 these	 files,	US	 soldier	Bradley	Manning,	 has	 faced
the	 harshest	 treatment,	 including	 prolonged	 solitary	 confinement	 that
many	 experts	 say	 is	 equivalent	 to	 torture	 and	 will	 surely	 cause
psychological	damage.83
WikiLeaks	 reveals	 something	 profound	 about	 the	 nature	 of	 the

surveillance	 society.	WikiLeaks	 is	 a	 sort	 of	reverse	surveillance,	which
turns	 the	 powers	 of	 unwanted	 observation	 back	 on	 the	 state.	 The
controversy	 surrounding	 leaked	 government	 documents	 illustrates	 that
just	as	more	and	more	is	known	about	individuals,	institutions	are	trying
desperately	to	avoid	scrutiny	or	transparency.	Yet	as	long	as	information
is	 digitized	 and	 the	 Internet	 remains	 somewhat	 open,	 secrets	 will
probably	 get	 out	 eventually.	 As	 surveillance	 studies	 scholar	 David
Murakami	 Wood	 writes,	 “In	 the	 case	 of	 WikiLeaks,	 the	 revelation	 of
secret	information	is	not	a	breach	of	anyone’s	personal	privacy,	rather	it
is	 a	 massively	 important	 development	 in	 our	 ability	 to	 hold	 states	 to
account	in	the	information	age.”84	Unfortunately,	there	is	a	corresponding
closure	of	the	Internet	happening,	whether	through	China-style	firewalls,
Google	 consolidation	 and	 filtering	 of	 searches,	 refusals	 by	 companies
(like	Amazon)	 to	 host	 politically	 charged	 content	 (like	WikiLeaks),	 or
automated	“digital	rights	management”	restrictions	on	media.85	Ensuring
that	 the	 Internet	 remains	 open	will	 be	 an	 ongoing	 political,	 social,	 and



technological	struggle.

Conclusion
Security	 is	 a	 multibillion-dollar	 global	 industry.	 It’s	 been	 called
recession-proof	 because	 governments,	 corporations,	 and	 individuals
invest	 in	 it	 and	 purchase	 its	 products	 regardless	 of	 the	 state	 of	 the
economy.	 While	 security	 entails	 clear	 financial	 costs,	 some	 of	 which
we’ve	discussed,	our	main	concern	here	is	the	social	costs.	The	trends	are
not	comforting.	 Individual	 rights	are	 reduced	at	security	portals	such	as
airports	and	borders.	Some	travelers	receive	preferential	treatment	while
others	 are	 subjected	 to	 racial,	 ethnic,	 religious,	 or	 political	 profiling.
Unmanned	 drones	 have	 a	 propensity	 for	 killing	 innocent	 people	 in	war
zones	 and	 are	 being	 deployed	 in	 cities	 as	 a	 new	 wave	 in	 civilian	 law
enforcement.	 Large	 cities	 are	 installing	 “smart”	 video	 surveillance	 to
predict	 crime,	 repress	 dissidents,	 and	 relentlessly	 track	 people.	 And
information	 is	 flowing	 freely	 between	 public	 and	 private	 sectors,
sometimes	allowing	law-enforcement	agents	to	circumvent	laws	intended
to	protect	citizens	from	unwarranted	government	spying.	The	social	costs
are	indeed	great.	Are	they	worth	it?
People	want	 to	 be	 protected	 from	harm.	Violent	 crime	 and	 terrorism

rank	high	on	the	list	of	things	we’d	all	like	to	avoid.	So	it	makes	sense	on
one	 level	 that	 the	 promise	 of	 protection	 through	 surveillance	would	 be
appealing.	 Unfortunately,	 study	 after	 study	 shows	 that	 technological
surveillance	 is	 not	 very	 good	 at	 preventing	 crime	 and	 is	 probably	 even
less	effective	at	preventing	terrorism.86	For	example,	some	of	the	known
terrorist	 attempts	 since	 9/11	 failed	 because	 the	 attackers	 made
mechanical	 blunders	 or	 because	 bystanders	 intervened.8 7	This	 was	 the
case	with	Richard	Reid,	the	“shoe	bomber,”	who	tried	to	light	explosives
in	 his	 shoes	 on	 a	 flight	 from	 Paris	 to	 Miami	 in	 2001:	 the	 revamped
airport	 screening	 let	him	 through,	but	when	his	shoes	 failed	 to	explode,
other	 passengers	 subdued	 him.	 Similarly,	 in	 2009	 Umar	 Farouk
Abdulmutallab	 was	 unable	 to	 detonate	 a	 bomb	 in	 his	 underpants	 on	 a
flight	from	Amsterdam	to	Detroit;	the	airport	screening	system	failed	to



detect	the	explosives,	but	a	passenger	grabbed	him	when	he	realized	what
was	going	on.	Finally,	in	2010	American	citizen	Faisal	Shahzad	botched
his	attempt	to	detonate	a	car	bomb	in	New	York	City’s	Times	Square,	a
place	teeming	with	video	surveillance;	two	street	vendors	told	the	police
when	they	heard	some	popping	sounds	and	saw	smoke	coming	from	the
SUV.	 Shahzad	 was	 nabbed	 after	 boarding	 an	 aircraft	 headed	 to	 Dubai.
Surveillance	didn’t	do	much	to	prevent	these	unsuccessful	attacks.	There
may	 be	 unpublicized	 cases	where	 surveillance	 has	 prevented	 terrorism,
but	since	intelligence	successes	are	frequently	trumpeted	by	the	agencies
involved,	 it	 would	 be	 unusual	 for	 significant	 achievements	 to	 remain
hidden	for	years.88
We	 began	 this	 chapter	 with	 some	 stories	 about	 people’s	 humiliating

experiences	 with	 airport	 security.	 As	 with	 most	 stories	 about
surveillance-based	security,	there’s	an	implied	contract	at	the	heart	of	the
drama:	we	put	up	with	it	because	it	keeps	us	safe.	But	this	framing	forces
the	question:	If	it	doesn’t	really	keep	us	safe,	why	do	we	tolerate	it?	The
answer	 is	 complicated.	 One	 response	 is	 that	 most	 of	 us	 don’t	 know
surveillance	 is	 largely	 ineffective	 at	 achieving	 its	 primary	 objectives.
Another	 response	might	be	 that	we	know	surveillance	 is	 inadequate	but
we’re	comforted	by	the	idea	that	at	least	something	is	being	done,	and	we
hope	 that	 someday	 it	 will	 improve.	 Still	 another	 answer	 is	 that	 most
people	are	compliant;	 they’re	uncomfortable	with	challenging	authority,
especially	when	the	repercussions	of	speaking	out	can	be	harsh,	such	as
nominating	yourself	for	a	more	invasive	search	or	travel	delays.	A	final
reason	might	be	that	people	have	an	almost	mystical	faith	in	the	power	of
technologies	 and	 find	 it	 difficult	 to	 think	 critically	 about	 them.	 (Since
you’ve	 come	with	 us	 this	 far,	 we	 know	 that	 doesn’t	 describe	 you.)	As
with	a	 lot	of	questions	 regarding	human	behavior,	 all	 these	answers	are
true	 for	 different	 people	 at	 different	 times.	 And	 while	 each	 of	 these
answers	 tells	us	something	about	our	public	silence,	 the	 truth	 is	 that	we
must	talk	about	the	technological	failures	and	social	costs	if	we	hope	to
make	intelligent	decisions	about	security	in	our	lives.



Conclusion
If	we’ve	done	our	 job	as	 the	authors	of	 this	book	and	you’ve	done	your
job	 as	 a	 reader,	 the	 world	 should	 look	 different	 than	 it	 did	 some	 127
pages	ago.	 In	 the	 story	we’ve	been	 telling,	your	 cell	 phones,	 cards,	 and
computers	are	technologies	of	surveillance	contributing	to	an	increasing
reliance	on	supervision	as	the	principal	way	to	govern	us	in	workplaces,
schools,	 and	 society	 at	 large.	 Almost	 every	 business	 transaction,
educational	 record,	 online	 or	 electronic	 purchase,	 health	 event,	 legal
incident,	 journey,	 or	 other	 life	 activity	 is	 likely	 to	 be	 recorded	 and
assessed	as	part	of	 an	ongoing	process	of	watching,	measuring,	 sorting,
and	controlling.	Traditional	boundaries	of	time	and	distance	evaporate	as
our	 information	 enters	 the	 cloud	 to	 be	 accessible	 anytime,	 anywhere.
Traditional	 distinctions	 between	 the	 arenas	 of	 our	 lives	 evaporate	 as
school	grades	affect	auto	insurance	prices	and	health	affects	employment
prospects.
The	world	as	we	know	it	is	going	through	some	stunning	changes.	This

book	has	been	an	effort	to	tell	you	about	some	of	them	and	raise	critical
questions	 about	 their	 effects	 on	 our	 lives.	A	 lot	 of	 our	work	 is	 already
done.	This	 is,	 after	 all,	 the	conclusion,	not	 the	 introduction.	You	should
be	 generally	 aware	 of	many	 types	 of	 surveillance	 and,	more	 important,
possess	 a	 broad	 frame	of	 reference	 that	 helps	 you	 spot	 and	 think	 about
types	of	surveillance	we	haven’t	specifically	addressed.	We	haven’t	tried
to	cover	 it	 all.	The	goal	here	has	been	 to	use	a	 limited	 set	of	 examples
that	are	a	regular	part	of	the	typical	reader’s	everyday	life.
Like	 all	 of	 us,	 you	 come	 to	 this	 book	 with	 two	 overlapping	 but

somewhat	different	personalities:	the	citizen	and	the	intellectual.	For	the
citizen	in	you,	we’ve	tried	to	include	helpful	hints,	suggest	strategies,	or
at	 the	very	 least	give	you	a	heads-up	about	what’s	going	on	so	you	can
more	effectively	manage	your	life.1	As	we’ve	done	this,	we’ve	also	been
raising	lots	of	questions	for	the	intellectual	in	you—ideas	about	the	best
ways	 to	 think	about	 surveillance,	power,	 and	 the	new	social	 realities	of
the	surveillance	society.	Let’s	get	back	to	those	questions.



The	Ten	Big	Ideas
At	the	beginning	of	 the	book	we	laid	out	a	 list	of	Ten	Big	Ideas.	As	we
moved	 through	 the	 chapters,	 the	 big	 ideas	were	 always	 there	while	we
explored	 the	details	of	a	 specific	area,	but	 they	probably	got	 lost	 in	 the
action.	 So	 in	 the	 next	 few	 pages	 we’ll	 revisit	 the	 list	 and	 offer	 some
closing	observations	on	each	item.	We’re	not	going	to	try	to	get	in	a	final
word	 on	 any	 of	 these	 topics—the	 surveillance	 society	 is	 simply	 too
complex	and	dynamic	for	that.	Here	we’ll	try	to	recap	what	we’ve	seen,
clarify	 the	 questions	 and	 challenges,	 then	 point	 you	 to	 other	 writers
whose	work	can	add	to	the	introduction	we’ve	offered	here.

1.	Big	Brother	and	the	Right	to	Privacy
•	The	established	vocabulary	and	entrenched	ideas	like	privacy	and	Big	Brother	can’t	do
justice	to	our	new	and	complex	situation.

Big	Brother	and	 the	 right	 to	privacy	are	 the	 rock	stars	of	 the	prevailing
vocabulary	 that	many	 people	 use	 to	 talk	 about	 surveillance.	We	 should
start	 by	 admitting	 that	 concepts	 like	 these	 are	meaningful	 parts	 of	 our
cultural	system	that	can	help	us	visualize	and	discuss	some	aspects	of	the
surveillance	 society.	Orwell’s	 Big	Brother	 reminds	 us	 of	 the	 danger	 of
totalizing	 state	 power	 and	 the	 often	 subtle	 interplay	 of	 tyranny	 and
“concern”	in	surveillance	regimes.	The	right	to	privacy	gives	voice	to	the
vital	human	desire	to	be	left	alone.	It	ranges	from	having	space	to	use	the
bathroom,	to	keeping	others	away	from	your	purse,	wallet,	or	 in-box,	 to
browsing	the	Internet	without	having	others	see	where	you’ve	gone.2	Both
these	concepts	are	powerful	tools	for	depicting	and	summarizing	critical
parts	 of	 life	 in	 the	 surveillance	 society,	 but	 many	 of	 us	 who	 study
surveillance	full-time	have	concluded	that	they’re	too	limiting	and	dated
to	serve	as	the	dominant	terms	for	our	discussion.
Here’s	 another	 concept	 that’s	 outdated	 and	overused:	 the	panopticon.

As	we	explained	 in	chapter	1,	 the	 image	of	Big	Brother	has	been	joined
by	the	idea	of	the	panopticon,	with	its	gentler	technocratic	gaze	replacing
the	 hard	 stare	 of	 Big	 Brother’s	 telescreens.	 Lately	 there’s	 been	a
recognition	 that	 the	 model	 of	 the	 panopticon	 doesn’t	 capture	 a	 lot	 of



what’s	going	on	in	the	surveillance	society,	partly	because	the	panopticon
is	too	fixed	on	the	idea	of	one	central	observer	watching	a	prisoner	held
in	 an	 isolated	 cell.	 But	 the	 panopticon	 also	 presumes	 that	 everyone	 is
exposed	 to	 similar	 forms	 of	 observation	 that	 will	 transform	 them	 into
well-behaved,	 self-governing	 people.	 This	 simply	 isn’t	 a	 good
representation	of	our	experience.
As	 you	 know	 from	 this	 book,	 contemporary	 surveillance	 works	 by

sorting	 people	 into	 categories	 and	 treating	 them	 differently,	 not	 all	 the
same.	 And	 the	 surveillance	 society	 has	 millions	 of	 observers	 and
observed	spread	across	space	and	time.	We’re	not	trapped	like	prisoners
in	 cells.	 We	 have	 many	 dimensions	 to	 our	 lives,	 and	 accordingly	 the
powers	of	 surveillance	 follow	us	 and	depict	 us	 in	many	different	ways.
Some	have	argued	that	a	better	way	to	imagine	the	power	of	surveillance
is	through	the	idea	of	a	surveillant	assemblage,	which	acts	like	a	rhizome
—a	dense,	living,	weblike	system	of	plant	roots	that	extend	underground
with	 countless	 hidden	 nodes	 and	 visible	 growth	 shoots.3	This	metaphor
may	 do	 a	 better	 job	 of	 capturing	 the	 pervasive,	 unpredictable,	 growing
nature	of	modern	surveillance.
Similar	patterns	are	under	way	as	intellectuals	and	attorneys	attempt	to

use	 the	 idea	 of	 privacy	 to	 talk	 about	 the	 offenses	 and	 problems	 of
surveillance.	 It’s	 sometimes	 perceived	 as	 the	 right	 to	 be	 left	 alone,	 in
isolation,	 other	 times	 as	 a	 right	 to	 control	 information	 about	 oneself,
other	 times	 as	 a	 social	 value	 referring	 to	 the	 autonomy	 of	 groups,
families,	 and	 individuals.	Obviously,	privacy	has	great	 relevance	 in	our
conversations	 about	 surveillance,	 and	 privacy	 will	 definitely	 be	 of
ongoing	 importance	 in	 legal	 and	 political	 struggles	 over	 surveillance
practices	 (more	on	 this	soon).	But	an	 increasing	number	of	surveillance
scholars	are	moving	away	from	framing	their	work	within	what	might	be
called	 the	 privacy	 paradigm.	We’re	 not	 saying	we	 don’t	 value	 privacy.
We’re	 not	 saying	 we	 don’t	 support	 those	 activists	 and	 attorneys	 who
struggle	to	protect	our	privacy.	And	we’re	not	saying	privacy	is	irrelevant
to	 explaining	 the	 challenges	 of	 surveillance.	 We	 are	 saying	 that	 the
privacy	paradigm	or	the	privacy	regime	must	give	way	(like	Big	Brother,



Inc.)	 to	 a	 more	 flexible,	 diverse,	 and	 refreshable	 understanding	 of	 the
dynamics	of	power	and	surveillance	today.
In	 answer	 to	 the	 broader	 question	 of	what	 to	 call	 it,	 we	 urge	 you	 to

resist	the	tendency	to	settle	on	one	fixed	vocabulary.	All	the	terms	have
their	 uses,	 applications,	 and	 moments	 of	 relevance,	 and	 new	 ones	 are
certainly	needed	 as	we	 confront	 unprecedented	 realities.	 But	 here’s	 the
deal:	“surveillance”	is	so	central	to	so	many	dimensions	of	our	lives	that
it	 really	 takes	 on	 a	 wide	 and	 shifting	 variety	 of	 characteristics.	 The
surveillance	that	picks	out	our	movies	is	not	the	same	as	the	surveillance
that	 taps	 our	 phones.	 Work	 to	 avoid	 simplifying	 terms.	 The	 real
intellectual	 danger	 is	 falling	 prey	 to	 the	 terminology	 we’ve	 inherited
rather	than	keeping	our	minds	and	ears	open	to	new,	more	effective	ways
to	express	ourselves	and	talk	about	the	things	that	concern	us.

2.	The	Joy	of	Surveillance
•	Surveillance	doesn’t	always	come	out	of	the	dark	recesses	of	Big	Brother’s	evil	scheming—
at	first	glance,	some	types	of	surveillance	look	like	fun	and	don’t	seem	to	threaten	values	like
liberty,	equality,	or	democratic	governance.

A	lot	of	the	past	writing	about	surveillance	(including	some	of	our	own)
is	 really	 gloomy.	 The	 emphasis	 tends	 to	 be	 on	 power,	 domination,	 the
decline	 of	 privacy,	 and	 the	 loss	 of	 freedom.	 These	 real	 concerns	 have
been	a	central	part	of	this	book.	But	let’s	face	it:	there’s	a	lighter	side	to
surveillance.	 When	 websites	 monitor	 you,	 they	 can	 also	 suggest	 new
media	you	might	enjoy.	If	you’ve	got	a	smartphone	or	an	up-to-date	GPS
in	the	car,	you	can	scout	ahead	for	a	decent	restaurant	or	local	attractions
in	a	town	you’ve	never	been	to.	That’s	helpful	stuff.	There	are	even	signs
that	surveillance	can	sometimes	empower	people	who	would	otherwise	be
overlooked—think	 about	 the	 future	 scientist	 in	 a	 tiny	 town	 who	 gets
discovered	only	because	of	her	amazing	SAT	score,	or	the	police	brutality
case	 that	 moves	 forward	 only	 because	 of	 video	 footage	 shot	 on	 a	 cell
phone.	At	several	points	along	the	way,	we’ve	taken	note	of	these	helpful,
playful,	or	harmless	dimensions	of	new	information	technologies.	We’ve
presented	them	a	bit	hesitantly,	because	we	think	that,	while	that	side	of
them	 is	 absolutely	 true,	 they	 can	 be	 misleading	 as	 representations	 of



surveillance.	Well,	 not	misleading—confusing.	Yet	with	 something	 this
complicated,	confusion	is	probably	good.	Let	us	explain.
Surveillance	 is	 about	 power.	And	 it’s	 necessarily	 about	 power	 that’s

imbalanced.	Those	hikers	were	found	because	the	authorities	knew	where
they	were;	Netflix	found	the	movie	because	it	controls	 the	database	and
the	algorithms;	Facebook	can	recommend	friends	because	it	amasses	data
and	 analyzes	 them	 as	 a	 tightly	 controlled	 and	 very	 profitable	 corporate
enterprise;	Zappos	can	make	a	good	guess	at	what	shoes	you	like	because
it’s	studying	your	habits	and	comparing	your	data	with	information	on	all
sorts	of	other	people.	Do	you	have	access	 to	 the	databases	 they	use?	Do
you	understand	the	algorithms	they	apply?	Could	you	drop	into	a	meeting
and	change	policy?	Did	you	even	read	the	user	agreement,	privacy	policy,
and	legal	waivers	you	signed	to	get	access?	Very	few	people	can	answer
yes	to	any	of	these	questions.
This	simple	reality	check	reminds	us	about	the	imbalance	of	power	and

access	built	into	systems	of	surveillance.	As	we’ve	seen	several	times	in
this	book,	surveillance	is	about	watching	from	above;	 it’s	an	expression
of	 visual	 and	 communicative	 power	 that’s	 intended	 to	 change	 behavior
and	affect	 social	outcomes.	 It’s	not	 just	 looking	around.	We’ve	made	a
point	 of	 including	 stories	 about	 the	 nonthreatening	 side	 of	 surveillance
because	 that’s	 the	 true	 telling	 of	 the	 complexity	 that	 characterizes	 our
lives.	But	within	 that	complexity	 is	an	overall	 tendency	 that	undeniably
marks	 surveillance	 programs	 as	 anti-democratic	 expressions	 of
concentrated	power	and	control.
When	 we	 fully	 confront	 the	 contexts	 of	 anti-democratic	 power	 and

control	that	we	face	in	our	daily	lives,	we’re	forced	to	ask	exceptionally
difficult	questions	about	the	nature	of	our	social	and	political	world.	We
may	be	a	“democracy”	 to	 the	extent	 that	some	of	us	vote	every	 twenty-
four	 or	 forty-eight	 months	 and	 some	might	 sign	 petitions	 or	 donate	 to
organizations	 that	 lobby	 for	 our	 causes	 in	 Washington.	 But	 when	 you
think	 of	 our	 daily	 lives,	 with	 hours	 logged	 at	 workplaces	 and	 schools
defined	by	surveillance	and	control	and	“free	time”	frequently	dominated
by	participation	in	highly	organized,	corporate-sponsored	recreation	and
amusements,	the	image	of	democratic	living	begins	to	break	down.	When



surveillance	 characterizes	 almost	 all	 aspects	 of	 social	 life	 but	 most
surveillance	 is	 undemocratic,	 then	we	 are	 clearly	moving	 toward	 a	 less
democratic	society.	The	many	enjoyable	moments	of	surveillance	may	be
accustoming	us	to	life	in	the	surveillance	society	and	making	it	difficult
for	us	to	think	critically	about	it.

3.	The	Public-Private	Partnership
•	Picturing	“big	government”	as	the	principal	source	of	modern	surveillance	is	wrong.
Governments	are	important	players,	but	most	of	the	innovative	new	surveillance	initiatives
are	coming	from	the	corporate	sector,	which	frequently	links	up	with	governments	in	a
contractual	relationship.

Google,	 Facebook,	 Verizon,	 AT&T,	 Comcast,	 Raytheon,	 Boeing,
Amazon,	 ChoicePoint,	 Entersect,	 LexisNexis,	 and	 more—these	 are	 the
labs	 leading	 the	 Research	 and	 Development	 Department	 of	 the
surveillance	society.	The	corporate	sector	has	more	talent,	more	money,
and	more	legal	autonomy	than	the	government	and	has	forged	the	cutting
edge	 in	designing	and	using	new	 technological	 systems.	Along	with	 the
not-too-shabby	 programs	 in	 the	 national	 defense	 agencies,	 this	 group
forms	 a	 rich	 and	 diverse	 array	 of	 institutions	 engaged	 in	 a	 largely
uncoordinated	campaign	of	massive	surveillance.
This	 has	 obvious	 implications	 for	 how	we	 think	 about	 the	 nature	 of

governance	 and	 the	 challenges	 that	 face	 us	 as	 citizens,	 consumers,	 and
employees.	We	all	too	frequently	consider	government	the	primary	threat
to	 freedom	 and	 autonomy,	 but	 that’s	 no	 longer	 true.	 The	 fusion	 of
government	and	corporate	power	is	so	clear	and	so	strong	that	we	really
need	to	reimagine	how	we	think	about	our	political	society	if	we	hope	to
transcend	 the	 inherited	 tendency	 to	 see	 the	 world	 as	 having	 a	 public
sector	 and	 a	 private	 sector.	 What	 we	 face	 is	 a	 more	 diffuse	 set	 of
challenges	 in	which	 public-	 and	 private-sector	 powers	 align	 in	 a	 broad
push	for	ever	more	information	about	all	dimensions	of	our	lives.
In	 this	 book	 we’ve	 seen	 the	 reality	 of	 these	 practices	 when	 phone

companies	 give	 the	 National	 Security	 Agency	 special	 access	 to	 their
wires,	when	cell	phone	carriers	help	law	enforcement	locate	individuals,
when	 Yahoo!	 cooperates	 with	 Chinese	 authorities	 trying	 to	 round	 up



activists,	 and	when	 schools	 contract	with	 for-profit	 companies	 for	 their
testing	 and	 security	 services.	 Less	 obviously,	 since	 we’ve	 argued	 that
surveillance	 pervades	 society,	 public	 and	 private	 sectors	 logically
cooperate	to	advance	a	state	of	permanent	visibility	of	individual	actions
and	 transactions.	 So	 even	 if	 your	 bank	 is	 not,	 for	 the	moment,	 actively
reporting	your	credit	card	activity	to	the	government,	every	transaction	is
recorded	so	it	can	be	reported	and	analyzed	at	any	time	in	the	future.	This
makes	 your	 bank	 a	 very	 effective	 and	 important	 agency	 in	 generating
personal	visibility.	If	you	accept	our	claim	that	compelled	visibility	is	a
central	means	 of	 governance	 in	 the	 surveillance	 society,	 then	 the	many
institutions	that	compel	visibility	are	implicated	in	the	emergent	regime.

4.	Making	New	Worlds
•	Surveillance	does	more	than	just	watch.	Surveillance	also	shapes	our	“selves”	by	creating
odd	edited	versions	of	who	we	are	(a	test	score,	a	driving	record,	a	credit	risk)	to	form	the
basis	for	decisions	about	us.	And	surveillance	also	makes	our	world	by	establishing	patterns
of	reward	and	punishment	that	guide	our	choices	and	behaviors.

There	 are	 two	 senses	 in	which	 surveillance	 “makes”	 the	world.	First,	 it
distills	 complex	 and	 changing	 situations	 into	 stable	 and	 usable	 images.
Even	the	humble	snapshot	“makes”	a	world	in	that	it	eliminates	anything
outside	 the	viewfinder	or	beyond	 the	 camera’s	 range	and	 leaves	off	 the
stories	of	what	came	before	and	after	the	picture	was	taken.	The	massive
gatherings	of	data	and	information	we’ve	seen	in	this	book	are	really	just
more	 complicated	 versions	 of	 the	 same	 process.	 A	 presentation	 of
someone’s	 data	 may	 include	 things	 like	 credit	 scores,	 legal	 activities,
shopping	 preferences,	 wealth,	 and	 tax	 statements,	 but	 it	 can	 never	 be
close	to	a	complete	and	true	telling	of	a	human	life.	Some	aspects	of	our
lives	are	emphasized	while	others	are	excluded.	We	go	through	countless
recombinations	as	we	are	“remade”	for	different	organizational	purposes.
So	surveillance	makes	us	and	our	world	by	constructing	the	images	that
then	define	us.
Surveillance	 also	makes	 the	world	 in	 the	 sense	 that	 human	 behavior

changes	 in	response	 to	surveillance.	School	curricula	change	in	 the	face
of	 mandatory	 testing;	 doctors	 and	 nurses	 change	 their	 treatment	 of



patients	under	new	patient-tracking	protocols;	drivers	adjust	 their	 speed
when	 they	 detect	 police	 radar.	 These	 examples	 deliver	 the	 lesson	 that
surveillance	is	not	just	watching	the	world:	it	constructs	the	world,	shapes
behavior,	and	instills	values.	And	though	we’re	giving	a	lot	of	agency	to
the	 various	 forms	 of	 surveillance	 out	 there,	 it	 bears	 remembering	 that
there	 are	 always	 people	 behind	 such	 systems.	 Even	 automated	 Google
algorithms	 or	 keystroke-tracking	 programs	 in	 the	 workplace	 had	 to	 be
programmed	and	implemented	by	someone.
This	recognition	of	its	creative	powers	makes	our	effort	to	understand

surveillance	 a	 lot	 harder	 (and	 more	 interesting).	 That’s	 because	 most
popular	stories	about	surveillance	assume	that	it’s	a	system	of	watching,
not	 a	 system	 of	 world	 making.	 If	 we’re	 “made”	 by	 surveillance,	 what
does	it	do	to	us,	as	citizens	and	consumers,	to	exist	in	multiple	forms,	in
multiple	 places	 and	 times,	 fulfilling	 the	multiple	 needs	 of	 institutions?
How	 can	 any	 idea	 of	 a	 central	 or	 fixed	 public	 version	 of	 our	 “selves”
persist	in	such	a	context?	And	what	do	we	learn	about	our	social	lives	and
societal	futures	as	we	begin	to	understand	that	each	act	of	surveillance	is
not	just	an	observation,	but	also	a	creative	value-laden	act	launching	new
behavioral	codes	and	ideals?	Instead	of	just	worrying	about	who	might	be
watching	and	why,	the	deeper	concern	should	be	about	what	kind	of	world
is	being	created.

5.	Fear	and	Desire	in	the	Surveillance	Society
•	It	is	incomplete	to	think	of	surveillance	only	as	something	forced	on	an	unwilling	populace.
Many	people	sign	up	for,	support,	and	participate	in	surveillance	programs.	The	twin	forces
of	fear	and	desire	are	central	to	understanding	why	we	so	often	love	surveillance.

Fear	and	desire	catalyze	many	of	the	advances	in	surveillance	that	we’ve
covered	 in	 this	 book.	We	 respond	 to	 our	 fears	 as	 we	 beef	 up	 borders,
airport	checkpoints,	school	and	home	security	systems,	and	the	like.	We
respond	to	desire	when	we	must	have	the	latest	new	phone,	app,	or	credit
card.	Before	we	get	into	specific	examples,	remember	that	fear	and	desire
work	closely	together.	A	desire	to	stay	tethered	to	Facebook	can	grow	out
of	 the	 fear	 of	 being	 socially	 excluded.	And	 a	 desire	 to	 live	 in	 a	 gated
community	 with	 security	 patrols	 can	 emerge	 from	 the	 fear	 of



vulnerability.
You	 won’t	 be	 at	 all	 surprised	 to	 hear	 that	 campaigns	 to	 raise	 our

desires	are	prolific—that’s	what	advertising	is	all	about.	It	teaches	us	to
need	and	want	perfect	skin,	a	new	president,	a	new	iProduct.	We’re	used
to	 that.	 But	 it’s	 critical	 to	 note	 that	 there’s	 something	 akin	 to	 ad
campaigns	on	the	fear	side	too.	Intensifications	of	surveillance	frequently
accompany	 a	 sense	 of	 crisis.	 Notice	 we	 didn’t	 say	 intensifications	 of
surveillance	 “are	 caused	 by	 crises”	 or	 “emerge	 in	 response	 to	 crises.”
That’s	because	we	think	 the	whole	question	of	causation	 is	often	highly
suspect.
Surveillance	 thrives	 on	 an	 abundance	 of	 crises.	 Will	 it	 be	 illegal

immigration?	Or	the	threat	of	a	terrorist	attack?	Or	child	abductions?	Or
teen	 drug	 use?	 Or	 the	 national	 debt?	 Or	 unemployment?	 Or	 runaway
executive	 salaries	 and	corporate	 earnings?	Or	 the	 lack	of	quality	health
care	for	millions?	You	get	the	idea.	Social	crises	and	public	problems	do
not	 get	 our	 attention	 on	 their	 own;	 media	 and	 politics	 influence	 the
process.	There’s	almost	always	a	good	crisis	or	frightening	threat	to	run
with.4	 Communists.	 Urban	 gangs.	 Terrorists.	 Crackheads.	 Pedophiles.
Illegal	immigrants.	Guns	in	schools.	Druggies	in	the	workplace.	Identity
theft.	Eek!	Somebody	do	something!
As	you	know	all	too	well,	the	political-media	spin	cycle	is	able	to	freak

out	over	problems	whether	 they’re	 real	or	 imagined.	The	cycles	are	 fed
by	rotating	combinations	of	actual	social	problems,	media	outlets	looking
for	hype,	politicians	 looking	for	attention,	government	agencies	 looking
for	 budget	 lines,	 a	 population	 looking	 for	 scary	 amusements,	 and
industries	 looking	 for	 contracts.	And	 there’s	 almost	 always	 some	 new
surveillance	 available	 to	 respond	 to	 the	 crisis.	 It	 could	 be	 full-body
scanners	 at	 airports,	 credit-monitoring	 services	 for	 identity	 theft,	 RFID
badges	 for	 students,	 drug	 tests	 for	 workers,	 facial	 recognition	 video
cameras	on	city	streets,	or	unmanned	drones	patrolling	the	border.
A	 few	 pages	 back,	 we	 argued	 that	 living	 in	 surveillance	 societies

breeds	an	expectation	that	someone	will	be	watching	us.	A	counterpart	is
that	we	 also	 come	 to	 hope	 someone	 is	watching	out	for	us.	 It’s	 a	 scary



world	 out	 there.	 When	 we	 walk	 in	 fear,	 we	 not	 only	 don’t	 resent	 the
surveillance	 that	 increasingly	 pervades	 our	 lives;	 we	 appreciate	 it.
Particular	moments	of	crisis	augment	and	 focus	our	 fear	and	 legitimate
new	mechanisms	and	practices	of	 surveillance.	There	are	a	host	of	new
technologies	in	development	at	any	given	time—they’re	demonstrated	at
security	 trade	 shows	 and	 pushed	 in	 professional	 magazines	 and
conventions.	When	 the	next	big	crisis	comes	along,	some	company	will
be	 ready	with	 the	amazing	new	 technological	 fix	 that	will	make	us	 feel
safe	again.
Many	people	 also	want	 to	be	watched	 so	 they	 can	 feel	 like	 they’re	 a

part	 of	 something.	 People	 post	 to	 Facebook	 and	 respond	 to	 others	 to
create	community;	they	want	others	to	engage	with	them.	Authors	like	us
want	people	to	read	what	we	write,	and	we	hope	readers	appreciate	what
we’re	trying	to	do.	Millions	of	people	on	cell	phones	don’t	appear	to	be
talking	about	anything	too	pressing,	but	instead	of	just	waiting	until	they
get	home	to	call	or	e-mail,	they	banter	and	text	while	shopping,	driving,
or	walking—some	don’t	even	hang	up	when	they’re	peeing!	For	better	or
worse,	this	desire	to	be	watched,	read,	or	heard	is	a	fundamental	element
in	the	evolution	of	the	surveillance	society.	It	drives	us	toward	voluntary
disclosure	and	desensitizes	us	to	outside	scrutiny.

6.	Now	Appearing	in	4-D!
•	Surveillance	challenges	the	ways	we	typically	think	about	space	and	time.

At	 first	 glance,	 the	 stories	 are	 simple.	A	 college	 party	 generates	 some
wild	pictures	that	are	posted	on	the	web.	A	crazy	weekend	fling	is	fueled
by	 a	 cluster	 of	 credit	 card	 charges	 in	 bars,	 strip	 joints,	 and	 bail-bond
offices.	An	automobile	accident	is	recorded	in	the	insurance	industry	data
set.	So	be	it.	Life	goes	on.	But	then,	years	later,	these	stories	re	appear	in
the	 life	 of	 someone	 who	 is	 no	 longer	 a	 carefree	 twenty-year-old;	 in
attempting	 to	 get	 a	 job,	 a	 security	 clearance,	 or	 some	 other	 privileged
access,	the	past	is	no	longer	the	past.	The	past	is	now	present.
We	don’t	need	to	be	fans	of	science	fiction	to	note	that	the	future	can

also,	 in	 a	 sense,	 become	 the	 present,	 because	 many	 elements	 of



surveillance	have	to	do	with	predicting	behavior.	SATs,	ACTs,	GREs,	and
LSATs,	 for	 example,	 are	 all	 efforts	 to	 predict	 your	 performance	 in
college	 or	 graduate	 school.	Your	 insurance	 ratings	 predict	 your	 driving
record,	 your	 health,	 and	 your	 likely	 age	 of	 death.	 You’ll	 be	 billed
accordingly.	 Neither	 your	 college,	 your	 law	 school,	 nor	 your	 insurance
company	 wants	 to	 face	 a	 rude	 awakening,	 so	 they’re	 all	 going	 to	 do
everything	 they	 can	 to	 predict	 and	 plan	 for	 the	 future,	 with	 significant
implications	for	the	present.
Just	 as	 surveillance	 blurs	 traditional	 understandings	 of	 time,

surveillance	 technologies	 frequently	 challenge	 our	 understanding	 of
space.	As	 I’m	writing	 these	 words,	 my	 coauthor	 is	 about	 five	 hundred
miles	away,	but	thanks	to	the	cloud	computing	software	Dropbox,	every
time	I	hit	Save	he	gets	a	little	flash	in	the	upper	right-hand	corner	of	his
computer	screen.	This	visibility	signals	to	him	that	I’m	hard	at	work	(or
not)	and	effectively	transports	him	to	my	office	as	a	nonpresent	observer.
You	can	recall	other	stories	of	our	geographic	meltdown:	a	drone	in	Iraq
is	 piloted	by	 a	 guy	 in	California;	 a	 runaway	Ohio	girl	 driving	down	 an
Arkansas	 highway	 is	 pinpointed	 by	 cell	 phone	 signals	 captured	 by
satellite	and	analyzed	somewhere	else;	children	from	all	over	 the	world
are	placed	on	 one	 international	 grid	 of	 standardized	 test	 results.	 It’s	 a
small	world	after	all.	And	it’s	getting	smaller	all	the	time.

7.	Resisting	the	Gaze
•	There	may	be	a	massive	uncelebrated	anti-surveillance	movement	formed	by	all	the	people
who	cheat,	lie,	evade,	trick,	or	otherwise	undermine	surveillance	programs.

Millions	of	people	use	fake	ID	cards;	millions	take	steps	to	enhance	their
test	 scores;	millions	 fill	 out	 their	 tax	 returns	 in	 creative	ways;	millions
illegally	 download	 and	 share	 music,	 movies,	 and	 software;	 millions
engage	in	black-market	activities	hidden	from	the	government.	All	these
people	and	all	this	activity	can’t	simply	be	written	off	as	cheating.	In	the
world	of	 surveillance,	 it’s	 far	more	 important	 and	 interesting	 than	 that.
We’ve	argued	that	these	are	practices	of	everyday	resistance:	little	ways
that	 relatively	powerless	people	can	use	petty	 rule-breaking,	evasion,	or
fibbing	 to	 get	 away	 with	 something.	 Since	 these	 actions	 can	 limit	 the



power	of	surveillance	and	challenge	the	system’s	demand	that	we	always
tell	 the	 whole	 truth,	 they’re	 a	 significant	 form	 of	 politics	 in	 the
surveillance	society.5
But	we	need	to	be	careful	about	one	possible	misunderstanding.	We’re

not	making	 the	argument	 that	everyday	resistance	can	somehow	replace
more	 fundamental	 challenges	 to	 existing	 patterns	 of	 power	 in	 the
surveillance	society.	Everyday	resistance	is	not	a	substitute	for	this	type
of	political	action.	Getting	away	with	an	unscheduled	nap	at	work	is	not	a
bold	and	effective	way	 to	“stick	 it	 to	 the	man.”	Cheating	on	your	 taxes
will	not	precipitate	 the	decline	and	 fall	of	 the	surveillance	society.	And
resistance	 often	 invites	 further,	 even	 more	 intensive	 surveillance	 as
authorities	 from	 the	 IRS	 or	 the	 insurance	 industry	 or	 the	 Recording
Industry	 Association	 of	 America	 try	 to	 figure	 out	 how	 to	 catch	 rule
breakers.	 So	 we	 are	 certainly	 not	 positioning	 everyday	 resistance	 as	 a
cure-all.	What	we’re	arguing	here	is	that	practices	of	everyday	resistance
are	a	widespread	form	of	politics	that	needs	to	be	taken	seriously	as	we
struggle	to	understand	this	new	world.	If	our	public	discussions	did	more
than	simply	write	off	all	 forms	of	 resistance	as	cheating,	and	got	 into	a
more	 intelligent	 discussion	 about	 struggles	 for	 power,	 we’d	 all	 have	 a
much	richer	understanding	of	politics.
Throughout	 this	book,	we’ve	 argued	 that	 you’re	pretty	much	on	your

own	as	a	citizen	of	the	surveillance	society	and	that	you	need	to	be	fully
informed	 about	 the	 challenges	 you	 face	 and	 the	 tools	 at	 your	 disposal.
Resistance	 is	 one	 of	 those	 tools.	 We’ve	 talked	 about	 the	 limits	 of
government	 action,	 privacy	 rights,	 and	 other	 organized	 schemes	 that
might	 protect	 us	 and,	 simply	 put,	 we’re	 not	 waiting	 for	 the	 cavalry	 to
come	 over	 the	 ridge.	 In	 short,	 if	 we	 were	 deeply	 concerned	 about	 our
online	privacy	and	had	to	pick	between	scrutinizing	user	agreements	and
privacy	 policies,	 writing	 our	 congressional	 representative,	 or	 learning
how	 to	 use	 anonymizing	 software,	 we’d	 both	 pick	 the	 software.	 Hands
down.	Every	time.
But	 you	might	 want	 to	 make	 a	 different	 or	 an	 additional	 choice.	At

several	 points	 in	 this	 book,	 we’ve	 talked	 about	 organizations	 and



activities	 tied	 to	 the	 international	 privacy	 movement—groups	 like	 the
Electronic	 Privacy	 Information	 Center,	 the	 American	 Civil	 Liberties
Union,	 Privacy	 International,	 Statewatch,	 the	 Privacy	 Rights
Clearinghouse,	 and	 the	 Electronic	 Frontier	 Foundation.	 These
organizations	 unite	 citizens,	 attorneys,	 technologists,	 and	 scholars	 in	 a
movement	 working	 to	 protect	 the	 rights	 of	 individuals	 and	 limit	 and
regulate	many	types	of	surveillance.	They	are	some	of	the	best	resources
for	more	information	and	perspective	on	the	issues	discussed	in	this	book
and	 for	 opportunities	 to	 get	 formally	 involved	 with	 the	 politics	 of
surveillance.	 (You	 can	 find	 links	 to	 their	 web	 pages	 in	 the	 Further
Explorations	section	at	the	end	of	the	book.)

8.	Inequality	in	the	Surveillance	Society
•	Systems	of	surveillance	are	often	unique	new	expressions	of	power,	but	they	join	existing
social	patterns	tied	to	inequalities	of	race,	class,	and	gender.

Throughout	 this	 book	 we’ve	 seen	 classic	 patterns	 of	 racism	 emerge	 in
even	the	most	 innovative	forms	of	surveillance.	We’ve	seen	how	CCTV
surveillance	 systems	 track	 minority	 youth;	 how	 people	 of	 color	 are
overselected	 for	 airport	 pat-downs;	 how	 standardized	 tests	 reflect	 and
cement	existing	race	and	class	inequities;	and	so	on.	There	are	certainly
some	 applications	 in	 which	 technocratic	 forms	 of	 surveillance	 help	 us
become	more	color-blind—red-light	cameras	don’t	sort	by	the	race	of	the
driver,	 as	 police	 officers	 too	 frequently	 do—but	 there	 appears	 to	b e	a
general	 tendency	 for	the	 forms	of	 power	 expressed	 through	 surveillance
to	reflect	and	advance	existing	patterns	of	inequality	and	discrimination.
This	 shouldn’t	 shock	 us	 when	 we	 remind	 ourselves	 that	 a	 lot	 of

surveillance	 involves	 institutions	 and	 authorities	 watching	 and
controlling	people	who	have	less	power	or	fewer	resources.	Given	that	the
imbalances	 of	 power	 tilt	 in	 favor	 of	 the	 wealthy,	 white,	 and	 well-
connected,	 surveillance	 systems	 in	which	 the	more	 powerful	 watch	 the
less	 powerful	 will	 necessarily	 reflect	 those	 broader	 patterns.
Complicating	the	picture,	however,	affluent	people	are	frequently	subject
to	different	 types	of	systematic	observation:	 for	example,	at	airports,	 in
the	 banking	 industry,	 or	 in	 online	 commerce.	 These	 folks	 may	 be



relatively	 insulated	 from	 surveillance	 by	 roving	 squad	 cars	 and	 the
expanding	 penal	 system	 that	 stands	 behind	 them,	 but	 they	 can	 be	more
exposed	to	gentler	types	of	surveillance.
A	vivid	and	troubling	lesson	we	can	take	from	examining	the	practices

of	 surveillance	 in	 schools,	 workplaces,	 and	 communities	 is	 that	 those
lower	 on	 the	 socioeconomic	 ladder	 face	 denser,	 meaner,	 and	 more
consequential	surveillance	 than	their	richer	and,	 typically,	whiter	fellow
citizens.	Schools	for	rich	kids	have	an	amiable	assistant	principal,	while
schools	 for	 poor	 kids	 have	 armed	 police	 officers.	Applicants	 for	 blue-
collar	 jobs	 have	 to	 pee	 in	 a	 cup,	while	 applicants	 for	white-collar	 jobs
might	get	 a	discreet	background	check.	Gated	communities	have	armed
patrols	 protecting	 them	 from	 outsiders,	while	 low-income	 communities
are	patrolled	by	armed	outsiders.	These	are	all	forms	of	surveillance.	But
they	are	very	different	forms	of	surveillance.	And	those	differences	turn
on	the	long-standing	fault	lines	of	race	and	class.

9.	A	Lot	of	Surveillance	Simply	Doesn’t	Work
•	As	pervasive	and	impressive	as	surveillance	systems	are,	they	don’t	always	work.	Or,	more
accurately,	they	don’t	always	produce	the	desired	or	promised	results.

Why	do	we	do	it?	Drug	tests	might	identify	marijuana	users	but	miss	the
alcoholics	and	speed	freaks.	Removing	our	shoes	at	the	airport	responds
to	one	failed	bombing	attempt	a	few	years	back	but	misses	a	host	of	other
threats.	Remote-control	spy	cams	on	student	computers	may	not	prevent
a	 lot	 of	 thefts,	 but	 they	 allow	 school	 authorities	 to	monitor	the	 lives	 of
their	students.	Behind	the	technocratic	authority	and	scientifically	framed
policies,	surveillance	systems	will	always	be	flawed	attempts	to	observe
and	control	social	behaviors.	And	social	behaviors	will	always	prove	too
complex	 and	 mutable	 to	 be	 accurately	 represented	 or	 effectively
controlled.	And	yet	we	continue.	Errors	in	problem	identification,	limits
to	technological	capacity,	media-induced	panic	responses,	entrepreneurial
opportunism,	 and	 our	 seemingly	 insatiable	 desire	 for	 a	 grand	 high-tech
fix	to	our	problems	each	plague	and	misguide	surveillance	initiatives.
A	 lot	 of	 the	 trouble	 here	 is	 created	 by	 industry	 advertising	 and

government	 agencies	 that	 aggressively	 promise	 too	 much	 from



surveillance	programs.	Elsewhere	in	this	chapter,	we	talk	about	the	crisis-
panic-response	 cycle	 that	 repeatedly	 plays	 out	 in	 the	 world	 of	 mass-
mediated	politics.	And	so,	for	example,	tragic	but	infrequent	instances	of
terrorism	 lead	 to	 spending	 billions	 of	 dollars	 on	 high-tech	 security
systems.	 We	 can	 never	 know	 how	 many	 attacks,	 if	 any,	 have	 been
prevented,	 but	 by	 all	 accounts,	 terrorist	 attacks	 remain	 incredibly	 rare.
What	we	can	know	is	 that	billions	 that	might	have	been	spent	on	social
programs	 or	 other	 needs	 have	 gone	 to	 security	 systems,	 intelligence
agencies,	and	private	contractors.
The	 sometimes	 utterly	 irrational	way	we	 adopt	 new	 technologies	 can

often	 lead	people	 to	 think	 that	 technological	 innovation	has	a	 life	of	 its
own—that	 almost	 any	 new	 machine	 or	 technology	 will	 be	 pursued
whether	 or	 not	 it	 makes	 sense.	We	 don’t	 think	 this	 argument	 will	 fly,
because	 a	 lot	 of	 inventions	 never	 leave	 the	 shop.	 But	 it	 also	won’t	 fly
because	there	are	always	human	beings	responsible	for	the	choices	made.
Some	of	these	choices	may	be	dumb	and	regrettable,	but	they	are	choices
nonetheless.	 In	 the	current	age,	 the	people	who	have	 the	power	 to	make
choices	about	surveillance	technologies	are	tending	very	strongly	toward
a	 total	 commitment	 to	 the	 idea	 that	more	 information	 is	 always	 better.
This	translates	into	more	surveillance	is	always	better.	Why?	Read	on.

10.	Can’t	Help	Myself
•	Scientific	rationalism	is	the	dominant	mentality	of	our	time,	leading	to	an	insatiable	hunger
for	information.	Because	of	this,	organizations	are	almost	always	pro-surveillance.

You	may	 have	 noticed	 we’re	 particularly	 interested	 in	 what	 might	 be
called	 do-it-yourself	 strategies	 for	 coping	 with	 life	 in	 the	 surveillance
society:	 avoidance	 tactics,	 everyday	 resistance,	 anonymizing	 software,
prepaid	cell	phones,	cash,	and	other	simple,	independent	tactics	you	can
use	in	your	daily	life.	You	may	have	also	noticed	that	even	though	we’ve
argued	that	most	surveillance	cultivates	an	anti-democratic	organization
of	 power	 that	 threatens	 human	 freedom,	 we	 don’t	 have	 a	 section
explaining	 how	 we	 can	 all	 unite	 and	 take	 action	 to	 stop	 the	 spread	 of
surveillance.	 Our	 editor	 would	 really	 like	 some	 sort	 of	 upbeat	 call	 to
action	 as	 we	 approach	 the	 end	 of	 the	 book,	 but	 he’s	 going	 to	 be



disappointed.	That’s	because,	alas,	it	would	probably	be	wishful	thinking.
The	 surveillance	 society	 is	 sponsored	 by	 a	 combination	 of	 powerful

industries	 and	 the	 massive	 system	 of	 modern	 government.	 It’s	 pushed
along	 by	 cyclical	 crises,	 technological	 momentum,	 and	 an	 array	 of
ideological	supports.	For	meaningful	and	potentially	effective	opposition
to	 emerge,	 this	 currently	 unbeatable	 assembly	 of	 forces	 would	 have	 to
experience	some	major	fracture	or	realignment.
Today’s	 organizations	 both	 require	 and	 create	 orderly,	 systematic

knowledge	 about	 the	 people	 and	 things	 they	 govern	 or	 manage.
Surveillance	 is	 in	 the	 DNA	 of	 the	 modern	 organization.	 Businesses,
governments,	universities,	even	 individuals,	seek	 to	gather	and	organize
information	 as	 an	 ongoing	 part	 of	 their	 work.	 It’s	 simply	 part	 of	 what
we’re	expected	to	do	as	responsible	actors.	Think	about	how	many	of	our
contemporary	ideologies	or	value	systems	celebrate	unfettered	access	to
information.	Science	must	have	its	data.	Law	must	have	its	witnesses	and
confessions.	 Religion	 has	 its	 all-knowing	 deities.	 Democracy	 has	 its
transparency.	 Rationality	 must	 have	 its	 perfect	 information.	 They	 all
want	to	know	more!	This	is	a	unique	cultural	alignment	in	which	our	key
value	systems	unite	to	push	us	toward	the	celebration	and	advancement	of
surveillance	as	a	means	of	social	organization	and	control.	In	the	face	of
this	level	of	government,	corporate,	and	ideological	convergence	in	favor
of	advancing	surveillance,	we	are	skeptical	 that	 the	flood	can	be	pushed
back.	But	we	might	be	able	 to	make	 it	 a	bit	more	 fair,	 transparent,	 and
accountable.	 That’s	 why	 we	 wrote	 this	 book:	 to	 help	 our	 students,	 our
friends,	and	our	readers	figure	out	how	to	make	sense	of—and	hopefully
change—the	world	we	share.
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